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A B S T R A C T

Interdisciplinary use of geospatial data requires the integration of data from a breadth of sources, and frequently
involves the harmonization of different methods of sampling, measurement, and technical data types. These
integrative efforts are often inhibited by fundamental geocomputational challenges, including a lack of memory
efficient or parallel processing approaches to traditional methods such as zonal statistics. GeoQuery (geoquery.
org) is a dynamic web application which utilizes a High Performance Computing cluster and novel parallel
geospatial data processing methods to overcome these challenges. Through an online interface, GeoQuery users
can request geospatial data - which spans categories including geophysical, environmental and social mea-
surements - to be aggregated to user-selected units of analysis (e.g., subnational administrative boundaries).
Once a request has been processed, users are provided with permanent links to access their customized data and
documentation. Datasets made available through GeoQuery are reviewed, prepared, and provisioned by geos-
patial data specialists, with processing routines tailored for each dataset. The code used and steps taken while
preparing datasets and processing user requests are publicly available, ensuring transparency and replicability of
all data and processes. By mediating the complexities of working with geospatial data, GeoQuery reduces the
barriers to entry and the related costs of incorporating geospatial data into research across disciplines. This paper
presents the technology and methods used by GeoQuery to process and manage geospatial data and user re-
quests.

1. Introduction

Geospatial data is expanding in terms of quantity, quality, scope,
and accessibility (Miller and Goodchild, 2015). Researchers have access
to geospatial data in different formats from a wide variety of sources,
including data generated by satellites (USGS, 2017; ESA, 2017; NOAA
Earth Observation Group, 2017), geoparsing and coding of news arti-
cles (Leetaru and Schrodt, 2013), GPS enabled consumer devices
(Zandbergen and Barbeau, 2011), census records (Minnesota
Population Center, 2015) and many more. Given that the process of
collecting and preparing data for research can be the most time con-
suming portions of a project even for researchers with relevant ex-
perience and skills (Kugler et al., 2015; Munson, 2012), tools that re-
duce the time needed for these steps can be of significant use to
researchers.

This paper presents GeoQuery, a solution to many of the challenges
of integrating and accessing geospatial data, which combines the
computational power of high performance computing (HPC) and the
usability of a simple web application. Sections 1.1 and 1.2 provide an
overview of the types of geospatial data being generated and con-
comitant need for the tool presented here. Section 2 explores the details
of the data management and processing infrastructure employed in an
HPC cluster environment, the data types available through GeoQuery
and related preparation steps, data processing methods, and the design
of the web application. Section 3 provides a discussion and conclusion,
including usage within research and academic communities, lessons
learned since the development and launch of GeoQuery, and avenues
for future work.
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1.1. Variety and growth of geospatial data

Examples of geospatial data providers are many and varied, as are
the types of data and applications available. Satellite based sensors are
capable of measuring a range of physical properties such as soil
moisture, vegetation, elevation, cloud structures, and ocean pigment
concentrations. Some satellite products - including nighttime lights,
forest cover, and vegetation metrics - have historic data available for
over 25 years and are being produced at increasingly finer temporal and
geospatial scales (Henderson et al., 2012; Bruederle and Hodler, 2017;
Bundervoet, 2015; Hansen et al., 2013). Geospatial data generated by
integrating remote imagery with other expertise and datasets have been
produced for a range of additional covariates such as temperature
(Matsuura and Willmott, 2015a), precipitation (Matsuura and Willmott,
2015b), slope (Jarvis et al., 2008; NASA, 2000), water bodies (Wessel
and Smith, 1996) and more (Goodman et al., 2016).

The growing availability and use of geospatial data is not only
limited to the geosciences. Within the international development
community, geospatially referenced data on aid has increased sig-
nificantly in recent years (USAID, 2015). Demographic and Health
Surveys (DHS), Living Standards Measurement Study (LSMS) surveys,
and Afrobarometer surveys have now been geocoded to the level of
enumeration areas, providing information on the socioeconomic char-
acteristics of previously “invisible” populations (Burgert et al., 2013;
Grosh and Glewwe, 1995; BenYishay et al., 2017b). Multiple sources
now regularly produce observations of social and violent conflict
events, including the Uppsala Conflict Data Program's Georeferenced
Events Dataset (Sundberg and Melander, 2013), the Armed Conflict
Location and Event Database (Raleigh et al., 2010), the Integrated Crisis
Early Warning System (Boschee et al., 2018), and the Social Conflict
Analysis Database (Salehyan et al., 2012). Geospatial information on
population (CIESIN et al., 2015; CIESIN, 2017), child mortality (Burke
et al., 2016), travel time to cities (Nelson, 2008), natural resource de-
posits (Sara and Maggioni, 2014; Gilmore et al., 2005; Lujala, 2009;
Buhaug and Lujala, 2005; Lujala et al., 2007), and protected areas
(IUCN and UNEP-WCMC, 2016) are also increasingly accessible.

1.2. Challenges and community progress to date

While the challenges of geospatial data access have been acknowl-
edge for decades, as geospatial data has increased in quantity and re-
solution so has the scope of computation and skillsets required
(Goodchild, 2008, 2009). A simple illustration of this challenge is the
range of file formats and data structures across data sources. Raster data
can utilize file standards including GeoTiff, HDF4/5, netCDF, ASCII,
BIL, MAP, and dozens of others (GDAL/OGR contributors, 2018); fur-
ther, data may be provided as a global mosaic or tiled to arbitrary sizes
or as raw scenes captured by satellites. Vector data formats include
shapefiles, plain text formats such as GeoJSON or CSV, geospatial ex-
tensions for databases such as SpatialLite and PostGIS, and even geos-
patial PDF documents containing georeferenced information (GDAL/
OGR contributors, 2018). Individual files may be compressed or ar-
chived using numerous approaches (Granneman, 2006), and the con-
ventions used for organizing and naming directories and files are rarely
consistent across organizations or projects (c.f. GLCF, 2017; Elvidge
et al., 2017; NOAA Earth Observation Group, 2017; ESA, 2017).

Further exacerbating the challenge of using geospatial data is the
fact that the growing number of users of geospatial data are as diverse
as the sources, topics, and formats of geospatial data. While some dis-
ciplines and sub-fields have a long history of incorporating geospatial
data into analyses, many emergent users do not (i.e., Rajabifard and
Williamson, 2001; Corrado and Fingleton, 2012; Kim et al., 2016;
Gregory et al., 2015). This lack of experience can lead to a duplication
of effort across, or even within, disciplines (Malvárez et al., 2015; GSDI,
2012).

Many groups within both the geosciences and social sciences are

seeking to provide easier access to geospatial data. Many tools and
applications exist within the broader geospatial data ecosystem, which
engage a variety of user groups with different purposes and limitations
based on the primary goals of the application and the needs of their
audiences. For example, AppEARS (Application for Extracting and
Exploring Analysis Ready Samples) by NASA/USGS (lpdaac.usgs.gov)
offers custom point and area samples for data available through NASA
Earthdata (earthdata.nasa.gov), with restrictions on the complexity of
individual requests. The Peace Research Institute Oslo (PRIO) has cre-
ated PRIO-GRID, which offers data on armed conflicts, socio-economic
conditions, ethnic groups, physical attributes, climatic conditions and
more, aggregated to a 0.5×0.5 decimal degrees grid (Tollefsen et al.,
2012). IPUMS (Integrated Public Use Microdata Series), part of the
Minnesota Population Center at the University of Minnesota, maintains
IPUMS Terra. This tool offers extensive microdata along with data on
agriculture, climate, and land cover that can be accessed or visualized
in different formats (Nawrotzki et al., 2016). ETH Zurich developed the
Geographic Research On War, Unified Platform (GROWup) which
provides data related to settlement patterns of politically active ethnic
groups around the world from 1946 to 2013 (Girardin et al., 2015).
Other tools focus on data discovery, such as DataONE (dataone.org) or
the IRI Climate Data Library (iridl.ldeo.columbia.edu). Giovanni
(giovanni.gsfc.nasa.gov) provides visualization and analysis tools for
geophysical data. The scope and audience of tools can vary greatly;
Google Earth Engine (earthengine.google.com) is a general platform
with vast capabilities for using and accessing geospatial data.

GeoQuery adds to this ecosystem by providing a scalable, paralle-
lized computational framework designed to enable non-experts to
quickly aggregate geospatial information from arbitrary datasets to
geographic boundaries. The collection of data in GeoQuery aims to
serve users across disciplines, from the social science to the natural/
geophysical sciences. By reducing the overhead of processing datasets
at large scales and offering an extensive selection of curated multi-
disciplinary datasets along with permanent replication links for re-
quests, GeoQuery fills a critical gap for researchers seeking fast and
easy access to a wide range of geospatial data.

2. Methods

GeoQuery was envisioned as a web application that would allow
users with little to no training in geospatial data retrieval to easily find,
and aggregate disparate geospatial data sources into a single CSV-based
file. Because GeoQuery was intended to serve a broad set of disciplines
and potential applications, it incorporates a diverse collection of geo-
graphic boundaries defining units of analysis and measurement datasets
that can be aggregated to the boundaries. In order to ensure that
GeoQuery would be sustainable, a standardized data model was defined
that allows fully automated processes to manage all aspects of data
processing and user requests.

2.1. Data model

GeoQuery separates datasets into two primary categories: (1)
geospatial data in vector format (points, lines, or polygons)1 defining
geographic boundaries of units of analysis (e.g., watersheds or admin-
istrative boundaries), and (2) geospatial data in raster format re-
presenting measurements to be aggregated to units of analysis (e.g.,
land cover or nighttime lights). The processing architecture presented
here is designed to take these two types of data as an input, and produce
tabular summary statistics for each arbitrary unit of analysis- a proce-
dure generally referred to as “zonal statistics” in GIS software platforms

1 GeoQuery currently only contains boundaries based on polygons, but the
data model and methods discussed in this paper support point and line features
as well.
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(ESRI, 2016). Zonal statistics involves identifying measurement data
(i.e., pixels from raster data) relevant to a given boundary feature2 and
aggregating measurement values using a specified aggregation method
(e.g., mean, min, max).

2.1.1. Boundary datasets
All boundary data are stored in GeoJSON format (Bray, 2014) and

contain any source attributes such as the name of individual units of
analysis as well as a unique identifier added during the GeoQuery in-
gestion process. GeoQuery's primary source of vector data is Geo-
Boundaries (Seitz et al., 2018). GeoBoundaries is easily accessible for
public usage and provides administrative zone information for nearly
all countries at the ADM0, ADM1, and ADM2 level, with reduced cov-
erage at finer levels.3 Additionally, arbitrary grid products that enable
global-scope analyses have been generated, including a 0.5×0.5 dec-
imal degree global grid.

2.1.2. Measurement datasets
Sources of measurement data are many and varied: from satellite-

based measurements of vegetation to features describing river networks
and other water bodies. In every case, preprocessing for GeoQuery in-
volves ensuring the data are in raster format with pixel values that
allow for meaningful aggregation to arbitrary units of analysis. In some
cases, such as with CIESIN's GPW population datasets (CIESIN, 2017)
the raw data are accessed manually through a portal with a login,
consist of few relatively small files, and are provided as a global rasters
that do not require additional processing. However, other datasets can
be more difficult to download and require extensive processing before
being ready to be ingested into GeoQuery, and potentially require
working in consultation with the data provider. One example is the
Normalized Difference Vegetation Index (NDVI) provided by NASA's
Long Term Data Record (LTDR) (NASA, 2017a,b). Daily data files in
HDF format from multiple sensors across the span of the dataset must
be downloaded from an FTP server, cleaned to prevent erroneous values
resulting from aggregation, aggregated to common time steps (i.e.,
years or seasons), then output in GeoTiff format. Other datasets, such as
VIIRS (Elvidge et al., 2017) are provided as raster tiles, each file cov-
ering only a portion of the earth, which must be mosaiced into a global
raster (in addition to any other processing).

Data generated from sources other than satellites can pose addi-
tional challenges. Survey data from Afrobarometer (BenYishay et al.,
2017b) is provided with place-names alone; these place-names must
first be translated into geographic coordinates, and then rasterized4 in
such a way so as to preserve ordinal, continuous, and discrete types of
survey responses. Conflict events, frequently provided with co-
ordinates, must be rasterized to appropriate formats and resolutions.
Each of these data sources requires customized pipelines before datasets
are ingested into GeoQuery. As an example, raw information (e.g., PDF
documents) on the geographic locations to which international aid has
been allocated undergoes a geolocation process which identifies re-
levant features (administrative zones, roads, cities, forests, etc.) asso-
ciated with the aid's disbursement. These resulting vector features are
then rasterized and the associated aid value is evenly split over the
resulting pixels. The result of this rasterization and aid distribution for
each geolocated feature is summed to produce a final aid surface

product.5

A further complication encountered during preprocessing is the
spatial and temporal scope and resolution of some datasets, and the
amount of computational time required to prepare them. In order to
prepare datasets in a reasonable amount of time (hours vs days) these
preprocessing routines are often parallelized. In cases where the raw
data are in vector format the datasets go through a rasterization process
mentioned in the previous examples. While these rasterization and
preprocessing steps do impose certain restrictions on how datasets must
be formatted, the resulting standardization enables GeoQuery to func-
tion using automated processes.

All processing steps and code used are made publicly available6 so
that users have access to every step taken to transform the raw source
data into the version used in GeoQuery. The collection of measurement
data available through GeoQuery is curated based on the quality, fre-
quency, geospatial and temporal coverage of datasets. Datasets include
a range of outcome measures, intervention data, and covariate in-
formation. An overview of measurement data incorporated into Geo-
Query is shown in Table 1.

2.1.3. Ingesting datasets into GeoQuery
For all datasets in GeoQuery, a metadata record is constructed and

validated prior to ingestion. This metadata stores the type of input data
(boundary, measurement), along with key fields such as a citation and
source details, a description of the dataset (and relevant data units
when applicable), keywords used for searches, temporal information,
and other details. Before being accepted into GeoQuery, the dataset and
metadata are run through an automated validation process which en-
sures essential fields are included in the correct format, and generates
additional metadata describing the geospatial coverage of the dataset, a
record of files included in the dataset, and system information (date,
versions of scripts, etc.). Once validation has completed, the metadata is
added into GeoQuery's primary MongoDB database collection
(MongoDB, 2018) which stores the metadata for datasets in GeoQuery,
and the datasets are stored as GeoJSON and GeoTIFF files for boundary
and measurement data respectively.

Upon being added to GeoQuery, automated processes will detect
new datasets and run indexing procedures to associate the new
boundary or measurement dataset with existing measurement or
boundary datasets, respectively, that have overlapping geospatial cov-
erage. This indexing procedure enables subsequent processes in
GeoQuery to rapidly identify boundary and measurement datasets that
are related using fast and simple standard queries instead of more
complex geospatial queries. Once indexes have been generated, another
automated task runs to determine all possible combinations of
boundary and measurement datasets that could be requested by a user.
Each potential combination is added as a task for automated zonal
statistic routines to run. The following section will examine the
methods used to run zonal statistics in GeoQuery.

2.2. Zonal statistics methods

One of the core challenges overcome by GeoQuery is the bulk ag-
gregations of arbitrary rasters to arbitrary boundaries. This challenge is
largely due to limitations of existing tools and platforms which do not
have the capability to parallelize tasks or handle large aggregations
(e.g., 30m estimates of forest cover aggregated to country of Russia).
Such tasks can either take days to run or fail due to memory limitations.

Although implementations of zonal statistics tools are commonly
found in a variety of existing GIS tools (Adamczyk and Tiede, 2017;
ESRI, 2016; Rueda et al., 2005; Bunting et al., 2014), GeoQuery has

2 The term “boundary feature” or simply “boundary” or “feature” refers to a
single unit of analysis, whereas “boundary dataset” or “boundaries” refers to
the complete dataset or all units of analysis.

3 “ADM” notation refers to administrative levels, where ADM0 is the country
level and ADM1 is the next finest administrative level, and so on.

4 Rasterization of a simple vector feature defining a boundary creates a binary
raster at an arbitrary resolution where values of 1 indicated pixels within the
boundary. Rasterization of a vector feature representing measurement data will
produce a raster with values based on a specified attribute of the vector feature.
For additional details, see: https://www.gdal.org/gdal_rasterize.html.

5 Implementation of this methodology can be found at https://github.com/
aiddata/geo-hpc.

6 https://github.com/aiddata/geo-datasets.

S. Goodman et al. Computers and Geosciences 122 (2019) 103–112

105

https://www.gdal.org/gdal_rasterize.html
https://github.com/aiddata/geo-hpc
https://github.com/aiddata/geo-hpc
https://github.com/aiddata/geo-datasets


modified the Rasterstats Python package (Perry, 2016) to improve the
flexibility and efficiency of the zonal statistics process in an HPC en-
vironment, and add additional functionality. These additions address
three core aspects of zonal statistics which can be modified to improve
computational efficiency and address specific usage concerns: (1)
splitting individual boundary features into smaller pieces to manage
memory usage and enable parallelization, (2) utilizing pixel coverage
weights based on overlap of features with individual raster pixels to
improve accuracy when using a feature which is small relative to re-
solution of raster data, and (3) incorporating weights based on latitude
to accurately account for pixel area when calculating statistics which
are area dependent.

2.2.1. Feature splitting
A simple but necessary step in generating statistics for any boundary

requires determining which measurements (pixels) are associated with
the boundary feature. In the case of raster-based measurements, this is
equivalent to identifying which raster pixels intersect with a given
boundary. This is accomplished by rasterizing the boundary vector -
i.e., constructing a binary grid at the same geospatial resolution as the
measurement data raster, in which each grid cell represented by a one
indicates a pixel that intersects the boundary. This rasterized feature
can then be applied as a mask to the measurement data to select only
the relevant pixels. The selected raster pixels can then be passed to a
statistical function for aggregation.

While a straightforward procedure, in order to enable arbitrary
combinations of boundary and measurement data GeoQuery must be
able to conduct this process irrespective of the scope or resolution of the
input data. When a boundary covering a large area is combined with
fine resolution measurement data, this process can result in a large
amount of data (number of pixels) being read into memory. In HPC
environments mitigating this is particularly important due to the
shared-memory infrastructure of individual nodes in the cluster. For

example, if a 16-core node (running 16 tasks in parallel) has 64 giga-
bytes of memory, the total memory being used by the 16 cores cannot
exceed 64 gigabytes. If any core exceeds the total memory available on
the node, not only will that core's task fail, but it may cause all tasks
running on the node to fail as well.

To avoid exceeding the memory limits of a node, large boundary
features are split into smaller pieces, and the zonal statistics process is
run on each one individually before aggregating the results. This “fea-
ture splitting” approach is done following a procedure which seeks to:

1 Avoid splitting measurements in the underlying datasets (i.e., split
along pixels edges rather than in middle of a pixel).

2 Split so as to guarantee that the total amount of memory being used
by the set of cores on a node cannot cumulatively exceed the
memory available on the node.

3 Preserve the geometry of the original boundary feature and the
accuracy of the final, aggregated value.

To accomplish this, the maximum size of a feature that can be
processed (given a set amount of memory) is defined in terms of the
number of pixels covered by the feature. Since the number of pixels
covered by a given feature will vary based on the resolution of the
underlying measurement data, this must be assessed within the zonal
statistics process, and subsequent feature splits applied dynamically.
This pixel limit can be adjusted based on the available resources of a
system and can be determined using simple scaling tests designed to
estimate the number of pixels which suit the desired memory allocation
per core.7

Table 1
Measurement data sources, June 2018.

Theme Dataset Name Source

Environmental/Geophysical World Database on Protected Areas IUCN and UNEP-WCMC (2016)
Precipitation Matsuura and Willmott (2015b)
Air Temperature Matsuura and Willmott (2015a)
Ground Slope NASA (2000)
Physical Elevation NASA (2000)
On-Shore Petroleum Locations Tollefsen et al. (2012)
MODIS Land Cover V5.1 MODIS (2013)
NDVI (LTDR) NASA (2017a,b)
Gemstone Deposits Lujala (2009)
ESA Land Cover (2.0.7) ESA (2009)
Drug Cultivation Sites Buhaug and Lujala (2005)
Gold Deposits Lujala (2009)
Ozone Concentration Bouma et al. (1997)
PM2.5 Concentration Bouma et al. (1997)

International Aid Global Environment Facility GEF-IEO (2017)
World Bank AidData (2017)
18 Country-specific datasets Various

Socio-economic Datasets Conflict Deaths Sundberg and Melander (2013)
Conflict Events Raleigh et al. (2010)
Population (V3, V4) CIESIN (2000)
Nighttime Lights (DMSP) NOAA Earth Observation Group (2017)
Nighttime Lights (VIIRS) Elvidge et al. (2017)
Travel time to Major Cities Nelson (2008)
Child Mortality in Africa Burke et al. (2016)
Trust in Country President (Africa) BenYishay et al. (2017b)

Distance-based Metrics Distance to Lootable Gold Deposits Lujala (2009)
Distance to Gemstone Deposits Lujala (2009)
Distance to Drug Cultivation Sites Buhaug and Lujala (2005)
Distance to Diamond Deposits Gilmore et al. (2005)
Distance to Coast Wessel and Smith (1996)
Distance to Water Wessel and Smith (1996)
Distance to Roads CIESIN and ITOS (2013)
Distance to Country Borders Hijmans (2015a)

7 Given a margin of error to account for data type and other factors, GeoQuery
assumes approximately 250,000 pixels per 4 GB of memory when using the
algorithms detailed in this paper.
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2.2.2. Coverage weighting
The pixel size of measurement data can be highly variable across

different measurement datasets (e.g., 30m pixels vs 5 km pixels). In the
case of small boundary features (small relative to the size of measure-
ment data raster pixels), the area of individual units can be of a similar
scale to the pixel size of the measurement data. This can result in pixels
along the edges of a boundary, which only partially overlap with the
boundary, constituting a large portion of the pixels used to calculate
zonal statistics for the boundary. Pixels which overlap with multiple
boundary features can present additional issues, such as in the case of
aggregating population count. Including the population associated with
a given pixel in the sum for multiple features would overestimate the
true total population.

Because of cases like these, when generating zonal statistics for
boundary features it can be useful to know the coverage or intersection
of each pixel for the boundary feature being analyzed. These coverage
estimates, or coverage weights, can then be used to improve the cal-
culation of zonal statistics (Bunting et al., 2014; Hijmans, 2015b).
GeoQuery utilizes coverage weights for all zonal statistics methods
which could be impacted by pixel coverage (i.e., mean and sum but not
min or max).

To illustrate the utility of coverage weighting in zonal statistics,
consider the hypothetical measurement data seen in Fig. 1A, re-
presenting estimates of precipitation within each pixel.

Given this raster, and an arbitrary geographic boundary (red outline
in Fig. 1B), a common use-case would be to apply zonal statistics to
calculate the average precipitation (i.e., the mean value of pixels as-
sociated with the feature). Zonal statistics implementations generally
select pixels based on whether the centroid of a pixel is covered by the
boundary. Some tools such as Rasterstats or Starspan (Rueda et al.,
2005) can also select pixels based on whether they intersect the
boundary.

Ignoring the percent coverage shown in Fig. 1B and using the cen-
troid based approach mentioned above, the two left pixels of the raster
would be averaged and the two right pixels would be ignored, and the
estimation of precipitation within the red boundary would follow
Equations (1) and (2):
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As a comparison, incorporating the percent coverage of the
boundary in the equation yields:
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Without pixel weights, zonal statistics results in an estimated mean
of 25, while the coverage weighted method results in an estimated
mean of 28.75 - approximately a 13% difference.

To mediate the resource demand of this procedure, GeoQuery im-
plements coverage weighting by leveraging the ability to arbitrarily
adjust the resolution at which boundary features are rasterized during
zonal statistics. Instead of rasterizing at the same resolution as the
measurement data, GeoQuery introduces a scaling factor to rasterize
the boundary at a finer resolution (e.g., for a scaling factor of 10 ras-
terization would produce a 10×10 grid of binary values instead of a
single binary value). This finer resolution rasterization is then ag-
gregated back to the resolution of the measurement data to produce a
percent coverage estimate8 (e.g., the 100 binary values in the 10×10
grid are summed to produce a coverage weight percentage, x/100, at
the measurement data raster resolution). Estimating coverage using this
method avoids the increased computational complexity of determining
the exact overlap (i.e., calculating intersection of each pixel's bounding
box with the boundary geometry). The trade-off between accuracy and
computational complexity results in imperfect coverage estimates, as
seen in Fig. 2. In this example the coverage of the original top-right and
bottom-right cells from above, which are actually 25%, are estimated as
30% with a scaling factor of 10.

2.2.3. Latitude weighting
Because the datasets leveraged in GeoQuery are collected over

geographic space and represented using a 2D plane (i.e., a satellite
image/raster data), the challenges of using geospatial projections to
account for the three dimensional nature of the earth apply (Battersby
et al., 2017; Madden et al., 2009). In particular, when aggregating data
from an area represented by raster pixels, it is important to consider the
physical area represented by each pixel, and how these areas may vary
across pixels in a dataset. Understanding the area of a pixel requires
knowing the projection information, or coordinate reference system
(CRS), used for the data. Most widely used and publicly available global
datasets utilize a geographic projection, CRS EPSG:4326 - commonly
referred to as WGS84,9 which uses latitude and longitude coordinates
on the WGS84 reference ellipsoid. This CRS is used as a standard for all
datasets in GeoQuery10. Using WGS84, the area represented by pixels in
a raster dataset is dependent on latitude. In WGS84, as pixel observa-
tions approach the poles, lines of longitude converge and pixel area
decreases (Fig. 3).

To accurately account for area when performing zonal statistics
using WGS84 datasets, there are two potential methods: reprojecting
the datasets to an equal area projection (Madden et al., 2009), or
weighting pixels based on latitude (Kugler et al., 2015). Reprojecting a
raster dataset involves resampling the underlying data in order to re-
build the surface using the new projection. This process can introduce
changes into the data depending on the data type, resampling method,
and raster resolution (Kugler et al., 2015; Nawrotzki et al., 2016). The
second method, used in GeoQuery, involves (a) ensuring boundary
datasets use WGS84 (a process that can be done with perfect accuracy
given the vector format of boundary data (Kugler et al., 2015)), and (b)
weighting pixels based on latitude during the zonal statistics stage of
processing. Weights for the underlying raster data are generated for
each row of pixels (representing measurements at some latitude), uti-
lizing the Haversine distance formula (Van Brummelen, 2012) to

Fig. 1. A) Pixel values (left), and B) Boundary coverage of pixels (right).

8 The scaling factor of ten used by GeoQuery results in minimal added com-
putational/memory costs. Larger scaling factors can provide greater accuracy
but are slower and require more memory.

9 “WGS84” can potentially be used ambiguously to refer to, for example, the
WGS84 datum. In this paper “WGS84” will always refer specifically to the
EPSG:4326 CRS.

10 To date, all raster data used in GeoQuery has been made available in a
geographic projection by the data providers and has not required additional
reprojection.
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account for variable size of raster pixels as distance from the equator
increases (Fig. 3). This approach incurs minimal additional computa-
tional costs during the zonal statistics process and requires no addi-
tional preprocessing or management of the data outside of the zonal
statistics process.11

An illustration of this approach follows. Using the same example
data from Fig. 1A, we assume that the raster has a hypothetical re-
solution of 40 decimal degrees,12 and the top left corner is located at a
latitude of 80° (using WGS84). Using the latitude at the center of each
row of pixels (60° for the top row of raster, 20° for the bottom row of
this example raster) the ratio of spherical distances calculated using the
Haversine formula were 0.5 for the top row and 0.766 for the bottom
row. The calculations in equations (5) and (6) take into account the
underlying values of the raster data, the overlap between the boundary
and raster pixels, and the weighting to account for the relative areas of
each pixel.
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_
( _ _ )
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0.5 0.5 0.25 0.5 1 0.766 0.25 0.766 (6)

The resulting estimate of mean precipitation for the example
boundary, 30.56, is approximately 18% different from the original es-
timate calculated in Section 2.2.2 and approximately 6% from the es-
timate incorporating only pixel weighting.

2.3. Web portal and request processing

Users access GeoQuery's data and functionality via a web portal,
through which they are able to submit requests for particular mea-
surement data aggregated to particular boundaries.13 The user interface
and experience of the portal was designed to allow users to quickly find
and select the data needed for research by guiding them through a
simple set of data pages that are intuitive to use. To submit a request,
users first select a set of boundaries to use as units of analysis, which are
displayed in a map view (Fig. 4), then select measurement datasets to
be aggregated to the selected units.

The selection of measurement datasets (Fig. 5) allows users to set
temporal filters and the desired aggregation methods such as sum,
mean, maximum, minimum, or categorical values. All available statis-
tical aggregation options are made available for each individual dataset
unless the result of aggregation using the method would not be inter-
pretable (e.g., a summation method is not available for a dataset con-
taining categorical data, such as land cover).

Once a user has completed the request process, a record is created
and entered into a database containing their selected units of analysis,
measurement datasets, and processing options. Automated jobs running
on the HPC cluster identify new requests, check for cached data, and
manage preparing results. Once data for a user's request has been
processed, custom documentation is generated and the user is sent an
email linking them to a unique page for their request which serves as a
permanent archive for their data and documentation.

3. Results and discussion

Since being launched in the second quarter of 2017, GeoQuery has
run zonal statistics operations for over two million boundary-mea-
surement data combinations.14 As of August 2018, over 1750 users
have submitted nearly 7000 data requests. Fig. 6 shows GeoQuery's
usage since launch.

GeoQuery has been used in a range of projects and research. In
addition to its use by local researchers, GeoQuery has been utilized by
organizations including the World Bank, the Global Environment
Facility, USAID, the Millenium Challenge Corporation, and the
MacArthur Foundation. One of the largest groups of GeoQuery users has
been dozens of universities and other educational institutions, including
undergraduates, graduate students, and faculty. Multiple articles have
been published using data from GeoQuery, including BenYishay et al.
(2017a), Zhao et al. (2017a), Runfola et al. (2017b), Zhao et al.
(2017b), and Marty et al. (2017), along with reports by the World Bank
Group (World Bank Group, 2017), the Independent Evaluation Group of
the World Bank (Runfola et al., 2017a), the Overseas Development
Institute (ODI, 2017), and the Expert Group for Aid Studies (Isaksson,
2017).

Fig. 2. In GeoQuery, the vector boundary (represented by the red boundary) is
rasterized at a spatial resolution much finer than the measurement data we seek
to aggregate (finer geospatial resolution illustrated by blue grid). This raster-
ized boundary is then aggregated back to the resolution of the measurement
data (Fig. 1) to create a coverage estimate. (For interpretation of the references
to colour in this figure legend, the reader is referred to the Web version of this
article.)

Fig. 3. Lines of longitude converging at poles (IBM Product Publications, 2018).

11 Distance between lines of latitude remains constant, so a measurement of
longitudinal distance can be used to weight each pixel rather than the actual
pixel area (i.e., latitude distance x longitude distance).

12 Pixel size has been exaggerated to illustrate the effect of latitude on pixel
area.

13 User requests submitted through the GeoQuery web portal are flagged by
GeoQuery as high priority tasks that will run before generic tasks generated by
the automated processes described in Section 2.1.3.

14 Where the boundary data is defined as all features for a given adminis-
trative level in a country (e.g., Afghanistan ADM1), and the measurement data
is a single raster layer (e.g., VIIRS Nighttime Lights in 2014). The count of zonal
statistic operations based on the individual features in each boundary data layer
would be drastically higher.
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To date, GeoQuery has seen the most uptake within the social sci-
ences - particularly among research communities focused on global
development and/or the intersection between society and nature - but
still aims to serve a broader audience. The current, growing, collection
of data available within GeoQuery is intended to support a wide range
of research across disciplines, both by lowering the barrier to entry for
researchers new to geospatial data, but also presenting a fundamentally
technological improvement which will enable anyone to benefit from
large scale data processing. A recent use case for GeoQuery as a tool
within the geosciences is a geospatial impact evaluation performed for
the Global Environment Facility (GEF-IEO, 2016, 2017) in which data
from GeoQuery (NDVI, temperature, and precipitation) was used
alongside supplemental data on tree cover (Hansen et al., 2013) and
carbon stocks (Saatchi et al., 2011) to model and predict carbon se-
questration around land degradation projects.

For any project using GeoQuery, it is important to consider the
limitations and implications associated with the data, methods, and

processing decisions used in GeoQuery. In any project using geospatial
data there are numerous potential decisions to make: data to include,
pre-processing methods, zonal statistics options, methodological con-
siderations, and others. Given the large collection of datasets in
GeoQuery, being used by a wide range of users in unknown applica-
tions, these types of decisions are made based on what will serve the
broadest user base possible and impose the least limitations.
Unfortunately, these decisions may not be right for everyone; the power
of outsourcing large scale data processing to GeoQuery inherently
comes at the cost of control over what data are available, and how the
data are prepared and processed. While GeoQuery will continue to add
additional datasets and options where possible and practical, users
should consider these factors when using GeoQuery.

Important geospatial concepts which have not been discussed in this
paper include the Modifiable Areal Unit Problem (MAUP) and ecolo-
gical fallacy (Battersby et al., 2017; Openshaw, 1984, 1979). The MAUP
and ecological fallacy both deal with the aggregation of geospatial data

Fig. 4. GeoQuery boundary selection.

Fig. 5. GeoQuery measurement data selection.
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and the interpretation of the results. While a discussion of these con-
cepts, their implications, and methods for best handling them are be-
yond the scope of this paper, they are critical concepts users should
review and understand when incorporating geospatial data into their
work. GeoQuery does not attempt to solve these problems, but does
provides documentation and supplemental information when possible
to aid users in making informed decisions.

An important subset of what has been learned deals with the needs
of GeoQuery's users. Since launch, the GeoQuery team has been in
contact with nearly one hundred of GeoQuery's users in order to answer
questions of processing and datasets, provide advice on how to best use
data from GeoQuery in research, diagnose potential bugs during the
initial beta, and listen to suggestions for new datasets and features. A
key development early on which resulted from discussions with users
involved improving the documentation provided with requests to help
users better understand the format and content of their request results,
and also providing basic tutorials on how to incorporate their request
data into research using common statistical tools.

One of the most common requests to date has been the ability for
users to upload custom boundary data. Dynamically incorporating user
boundaries into GeoQuery presents a variety of technical challenges,
but is being considered for future development. Discussions revolving
around boundary data also helped identify the need for a fully open
source set of global administrative boundary data and led to the crea-
tion of GeoBoundaries. There are also plans to incorporate other
boundary data, including variable resolution global grids and protected
areas, in the future. Other areas of future work include new measure-
ment datasets, additional aggregation methods (e.g., fragmentation
statistics), the potential for API access, and a visualization tool.

3.1. Conclusion

Geospatial data is an expansive source of information that is useful
for a broad spectrum of researchers across disciplines. Researchers at-
tempting to incorporate geospatial data into their work are faced with a
multitude of potential sources and formats of data. Identifying, mana-
ging, and leveraging the right data for a particular application can be
difficult without sufficient training and experience. GeoQuery presents
a new solution to the technical elements of this challenge designed
around a high performance computing environment using a flexible
data framework, along with a web interface. By implementing a par-
allelized and automated set of processes, GeoQuery is able to handle

user requests rapidly, averaging a few minutes or less. All requests come
with customized documentation and a permanent page archiving data
for future use, sharing, and replication. Additionally, GeoQuery's co-
debase and processing methodologies are open source. By reducing the
barriers to finding and accessing geospatial data, GeoQuery aims to
empower a broad range of data users across disciplines to produce new
and meaningful research and insights.
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