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Tight-gas sand reservoirs are considered to be one of the major unconventional resources. Due to the strong
heterogeneity and very low permeability of the formation, and the complexity of well trajectories with multiple
hydraulic fractures; there are challenges associated with performance forecasting and optimum exploitation of
these resources using conventional modeling approaches. In this study, it is aimed to develop a data-driven
forecasting tool for tight-gas sands, which is based on artificial neural networks that can complement the
physics-driven modeling approach, namely numerical-simulation models. The tool is designed to predict the
horizontal-well performance as a proxy to the numerical model, once the initial conditions, operational
parameters, reservoir/hydraulic-fracture characteristics are provided. The data-driven model, that the
forecasting tool is based on, is validated with blind cases by estimating the cumulative gas production after
10 years with an average error of 3.2%. A graphical-user-interface application is developed that allows the
practicing engineer to use the developed tool in a practical manner by visualizing estimated performance for a
given reservoir within a fraction of a second. Practicality of the tool is demonstrated with a case study for the
Williams Fork Formation by assessing the performance of various well designs and by incorporating known
uncertainties through Monte Carlo simulation. P10, P50 and P90 estimates of the horizontal-well performance
are quickly obtained within acceptable accuracy levels.

1. Introduction

Increasing demand for fossil fuels and the decline in their produc-
tion have been promoting the production from unconventional re-
sources during the last few decades. Together with the enhancements
in drilling and production technologies, it has recently become
technically and practically feasible to produce hydrocarbons stored in
some of these unconventional resources such as shale/tight reservoirs.
This has been offering a huge potential for the increasing production of
fossil fuels on a global scale. Among unconventional resources, tight-
gas sand reservoirs are considered to be a major resource with a most-
likely estimate of the original-gas-in-place of 71,981 TCF worldwide
(Dong et al., 2012). The standard industry definition of tight-gas is
framed as the producible natural gas from reservoirs that have
permeability values less than 0.1 md, which usually occurs in sand-
stone formations, shale formations, and coal seams (Law and Curtis,
2002). Some reservoirs may even have in-situ permeability values as
low as 0.000001 md. Even though the definition of tight is based on the
permeability, these reservoirs also often have porosity values less than
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10% (Smith et al., 2009).

Although tight-gas reservoirs have been known for many decades,
production from these resources had not been commercially feasible
and technologically available until late 1970s (Law and Curtis, 2002).
Due to the strong heterogeneity of tight-gas formations, pores are
connected by very narrow capillaries and this results in very low
permeability in millidarcy to nanodarcy ranges, as demonstrated by
two sandstone samples from Williams Fork Formation of Colorado
Basin (Metz et al., 2009). Due to unique geologic characteristics of
tight-gas sands, conventional, vertical-well based production technol-
ogies become insufficient to recover these resources, making it
necessary to drill horizontal wells with multiple hydraulic fractures
along the wellbore. This results in a characteristic of tight-gas
reservoirs as “a reservoir that cannot be produced at economic flow
rates nor recover economic volumes of natural gas unless the well is
stimulated by a large hydraulic fracture treatment or produced by use
of a horizontal wellbore or multilateral wellbores” (Holditch, 2006).
Horizontal wellbores help operators to place geometrically more
transverse and discrete hydraulic fractures, and thus, realizing a
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significant opportunity to increase the gas production (Baihly et al.,
2009). Hydraulic fractures, therefore, allow to increase the surface area
in contact with the production zone, resulting in improved well
productivity. They also decrease the well's drawdown and create highly
conductive paths for production (Medeiros et al., 2008).

Aforementioned features of tight-gas reservoirs create challenges to
utilize proper reservoir management practices and efficient decision-
making workflows, unless proper knowledge management, data assim-
ilation and data analysis practices are in place. These practices can be
realized with models that can be updated quickly when new data are
available, while representing the actual system accurately (Artun,
2016). Only then, these models can be used for decision-making
purposes with confidence.

While numerical reservoir simulation, a physics-driven modeling
approach, is recognized as the standard decision-making approach in
the petroleum industry, today's fast-paced business environment often
requires faster decision-making workflows. It is aimed to develop
workflows that can use the collected data to update existing models
and provide improved forecasts within a reasonable amount of time. As
an alternative approach to physics-driven modeling, data-driven mod-
els mimic the functional relationship between process variables
through a training process using available data (observations). The
main difference between a data-driven model and a physics-driven
model is the existence of presumed functional relationships to define
physical phenomena in physics-driven models. Data-driven models do
not presume any functional relationship, and the physical phenomena
are captured via the signatures (patterns) that exist in the data
observed. Data-driven modeling approach is a promising way of
achieving the aforementioned objectives regarding the model charac-
teristics of being fast, accurate and representative. The primary benefits
of this approach become more evident in one of the following
conditions:

1. When there is not an existing, reliable physics-driven model (such as
a high-fidelity numerical reservoir model),

2. When a comprehensive study using the physics-driven model takes a
longer time than desired, or requires significant resources in terms
of finances, manpower and computational power.

In reservoir engineering, at least one of these conditions typically exist,
since the most critical data can be collected only from well locations,
and construction/validation of numerical models typically require
significant resources that may not be easy to afford.

Considering the common characteristics of tight-gas sand reser-
voirs, these systems may be considered as ideal candidates for
successful utilization of the data-driven modeling approach. Model-
building process and quick evaluation of reservoir performance are
resource-demanding due to existence of horizontal wells with multiple
hydraulic fractures (Abacioglu et al., 2009). In this study, it is aimed to
develop a data-driven forecasting tool that can be used to address these
issues by complementing the physics-driven modeling approach,
namely numerical simulation models. This simulation-based proxy
tool can be integrated into reservoir management protocols with
confidence to quickly estimate the reservoir performance. While the
tool developed has similar limitations with those of a numerical model,
the efficiency in the computational time allows the practicing engineer
to achieve the modeling objectives and to reduce the uncertainty ranges
in a rapid way. The scope of this study includes development of a data-
driven model specifically for horizontal wells with multiple hydraulic
fractures in tight-gas sands, structure of which is also presented in
Fig. 1. It is aimed to use this model as a forecasting tool that can predict
the horizontal well performance, once the initial conditions, opera-
tional parameters, reservoir/hydraulic-fracture characteristics are pro-
vided, as a proxy to the numerical reservoir simulator.
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Fig. 1. Structure of the data-driven model developed for forecasting the performance of
horizontal wells in tight-gas sands.

2. Methodology
2.1. Data-driven modeling

Data-driven modeling mainly encompasses computational intelli-
gence and machine learning methods that can be used to build models
for complementing or replacing physics-based models (Solomatine
et al., 2008). Before starting to build a data-driven model, it is critically
important to clearly identify the primary objectives of the model so that
its scope is also defined. Process variables to be considered for the
model can be defined depending on the objectives, including the
parameters needed for decision-making purposes. Together with the
objectives, availability and quality of the data must also be considered
not to overestimate the capabilities of the model developed. Subject-
matter experts would identify any inconsistencies and additional data
requirements. After identifying the objectives and data inventory, the
model-development process can be initiated. Two steps of developing a
data-driven model, as applied to reservoir engineering, can be sum-
marized as the following (Mohaghegh, 2011):

1. Development of a spatial-temporal database: This step includes
collecting a large set of spatial-temporal instances of the reservoir,
represented by collected data (production volumes, pressures, well
logs, etc.). The data collected would preferably be real data.
However, if good-quality real data do not exist, synthetic data from
models can be used (soft data; such as data from a numerical or
analytical model).

. Training the model: This step includes determining the method to be
used to construct the model, choosing the appropriate training
algorithm and feeding the algorithm with the spatio-temporal
database, such that the model has been presented patterns from
the reservoir. After properly validating the predictive model (with
realistic blind cases that are not introduced to the model during
training), the model can be used as a prediction tool.

In this study, a numerical reservoir simulator is used to generate
the spatio-temporal instances of the reservoir within pre-determined
ranges of certain input parameters. A black-oil reservoir model that
represents the drainage area of a horizontal well with multiple
hydraulic fractures in a tight-gas sand reservoir is constructed using
a commercial reservoir simulator (CMG, 2015), characteristics of
which are given in Section 2.2. Since single-phase gas flow is simulated,
black-oil formulation can accurately represent the fluid flow as also
demonstrated in other simulation studies for tight-gas sands (Iwere
et al., 2006). Artificial neural networks are selected as the training
method, which have been successfully utilized in many science and
engineering problems to extract complex and non-linear relationships
between process variables. In the petroleum industry, several areas of
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Fig. 2. The workflow followed to develop a data-driven forecasting tool using artificial neural networks, adapted from Artun et al., 2012.

application included reservoir characterization (Artun and Mohaghegh,

2011; Raeesi et al., 2012; Alizadeh et al., 2012), well-placement/

trajectory optimization (Centilmen et al., 1999; Doraisamy et al., 2000;

Johnson and Rogers, 2001; Gokcesu et al., 2005; Mohaghegh et al.,

2014), screening and optimization of secondary/enhanced oil recovery

processes (Ayala and Ertekin, 2005; Patel et al., 2005; Demiryurek

et al., 2008; Artun et al., 2010, 2011, 2012; Parada and Ertekin, 2012;

Amirian et al., 2013), history matching (Cullick et al., 2006; Silva et al.,

2007), reservoir modeling, monitoring and management (Zang| et al.,

2006; Mohaghegh, 2011; Mohaghegh et al., 2014), and performance

forecasting of unconventional gas resources (Kalantari-Dhaghi et al.,

2015; Esmaili and Mohaghegh, 2016).

The workflow followed to construct a data-driven model by

incorporating a numerical reservoir model and artificial neural net-
works can be summarized in the following step-by-step procedure, as
also shown in Fig. 2:
1. After defining the process parameters that are going to be varied,
and setting the ranges and statistical distributions of these para-
meters, a database is constructed with a large number of different
cases within the ranges studied. At this stage, performance indica-
tors that are going to be used for decision-making should also be
identified.

. A numerical reservoir model that represents the problem under
consideration is constructed in a way that process parameters can be
input to the model and performance indicators can be collected as
outputs. All cases generated in Step 1 are run using the numerical
reservoir model.

. For each case, corresponding performance indicators are collected in
a knowledge base.

. The knowledge base is fed into the training model, which is the

artificial neural network constructed for the problem under con-
sideration.

. The model is validated with representative blind cases.

. The model is used as a data-driven forecasting tool for decision-
making purposes.

2.2. Construction of the numerical reservoir model and determining
process variables

The reservoir model constructed for flow-simulation in a tight-gas
sand reservoir is a 2-dimensional (1-layer) system with a rectangular
pattern with non-uniform grid distribution. The reservoir is fully
saturated with gas due to the fact that water-phase is typically
immobile in tight-gas reservoirs (Crotti, 2007; Moore et al., 2016).
There is a horizontal-well at the center of the pattern producing under
the constraint of constant flowing bottom-hole pressure (p,,p.
Duration of the production is set as a 10-year period to consider a
realistic tight-gas production scenario. Hydraulic fractures propagate
in the direction of the maximum principal stress and perpendicular to
the minimum principal stress. Since most hydraulically fractured wells
are deeper than 1500 ft, hydraulic fractures are usually in vertical and
transverse form (Soliman et al., 2008). Fig. 3 shows the top-view of the
model for reservoirs with hydraulic fractures. Britt and Smith (2009)
investigated and modeled a real tight-gas case study by using similar
single-well simulation technique. In their study, it is noted that the
anticipated fracture length (Lp is 2000 feet, where the optimum
number of completions/fractures (n) varies between 7 and 11. Also,
Medeiros et al. (2008) studied productivity and drainage area of
fractured horizontal wells in tight-gas reservoirs with a similar
single-well simulation technique. In their study, discrete fractures have
200 ft of half-length (x) and 1000 md of fracture permeability (kp),
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Fig. 3. Top view of the numerical reservoir model with transverse hydraulic fractures
(there are 3 hydraulic fractures in this case).

Table 1

Ranges of input parameters used in generating training data using the numerical
reservoir model, where outputs are the coefficients for production performance, a, b, and
c.

Parameter Minimum value Maximum value  Unit

Initial conditions of the reservoir

Area (A=L; X Ly) 40 2000 acres

Reservoir temperature (T) 80 280 F°

Initial reservoir pressure 1000 8000 psi
(620)]

Specific gravity of gas (y,) 0.6 0.9

Reservoir characteristics

(Uncontrollable parameters related to reservoir and hydraulic fracture
effectiveness)

Thickness (h) 50 400 ft

Permeability (k) 0.000001 0.1 md

Porosity (¢) 3 25 %

Fracture length (L; = 2x7) 400 2000 ft

Fracture permeability (kg 1000 100,000 md

Fracture width (wp) 0.1 0.4 inches

Operational parameters
(Controllable parameters related to horizontal well and hydraulic fracture design)

Flowing bottom-hole 14.7 0.5p;+14.7 psi
pressure (P,

Number of fractures (n) 1 30

Horizontal wellbore length 1000 8000 ft
(Lnw)

which represent the minimum values of these parameters in our
simulations considering the technological developments in this area.
Holditch et al. (1993) estimated hydraulic fracture height (hg) and
width (wp) by using radioactive tracer technology in various tight gas
sand formations. Their study shows that fracture height, hy values vary
from 50 to 400 ft and fracture width, wg values vary from 0.1 to 0.4 in.

Horizontal wellbore technology has improved rapidly in the last
decade with lateral lengths that can reach up to 9500 ft in tight-gas
sandstone reservoirs, such as the wells in the Granite Wash tight-gas
reservoir in Texas and south-west Oklahoma (Wei and Xu, 2016).
Longer horizontal wellbores directly impact the drainage area of the
models that are used, where the range varies from 40 acres to
2000 acres. Significant increments in horizontal wellbore lengths have
also created more room for the number of hydraulic fracture treat-
ments. Therefore, a considerably large range of number of fractures is
included in the model to develop a tool that can cover technological
advancements in hydraulic fracturing operations, which changes from

102

Computers & Geosciences 103 (2017) 99-110

1 to 30 discrete fractures. The model is designed in a way that the
number of grid blocks change as the number of fractures change and
hydraulic fractures are regularly spaced. The model has a fixed number
of 25 grid blocks in the y-direction (V) and the number of gridblocks
in the x-direction (IV,) is defined as, 13 + 4n, as a function of the
number of fractures (n). Therefore, as an example, if there are 3
hydraulic fractures in a given case, then the model has 25x25 grid
blocks (see Fig. 3). However, if there are 30 fractures, it has 133x25
grid blocks. This configuration allows to have sufficient number of grid
blocks between the hydraulic fractures and between the wellbore and
drainage-area boundaries such that the fluid-flow dynamics are
captured.

Although there are common physical and chemical processes
controlling tight-gas sand properties, every single tight-gas reservoir
is unique in terms of reservoir properties. Therefore, to acquire a
utilizable and functional tool for hydraulically-fractured horizontal
wells in tight gas reservoirs, a wide range of rock and fluid properties
is determined. Table 1 shows the ranges of all parameters that are
selected together with their ranges.

2.3. Construction of the knowledge base using performance
indicators

To be able to construct a knowledge base that includes the
corresponding performance indicators for each set of process input
variables, the performance indicator must be clearly defined. The main
performance indicator for any hydrocarbon reservoir is the cumulative
recovery, which is a function of how the production rate declines with
time. The time-dependent decline behavior of the production rate,
namely the decline curve, can be mathematically characterized with
certain coefficients. After carefully investigating the possible use of
various decline curves such as the 2™ order exponential decline curve,
the power law loss-ratio rate decline curve (Ilk et al., 2008), logarithmic
decline curve with 4 parameters; Arps' hyperbolic decline curve (Arps,
1945) is selected to represent the production profiles used in this study:

q= &L org=—1
(1 + mDitym 1 + br)

1)

Arps' hyperbolic decline curve provides consistent and good results
for a wide variety of tight gas reservoir conditions (Table 1), which was
also demonstrated with earlier real-case and numerical studies
(Holditch, 2006; Rushing et al., 2007b, 2007a; Ilk et al., 2008). For
all cases, hyperbolic decline curve was fit with a correlation coefficient
of almost 1.00. On the basis of Eq. (1), the flow rate g, is a function of
time t, and a is equal to g;, which is the initial flow rate (Arps, 1945). In
Eqn. (1), empirical coefficient b is considered as the product mD;,
which is the initial decline rate (D;) coefficient multiplied by the
hyperbolic-decline coefficient, m (Arps, 1945). Coefficient c is equal
to 1/m. Note that the empirical coefficient c is a function of coefficient b,
and they vary in each production profile (Arps, 1945). Among the cases
studied, the b coefficient was found to be in the range 5E-05 to
0.08 1/year, and c coefficient was found to be in the range 0.5—4.0.
Based on this decline curve definition, coefficients a, b, and ¢ were
decided upon to be used as the performance characteristics for the
tight-gas model. Using these coefficients rather than actual rates at
certain times provides the flexibility of obtaining the performance
characteristics at any desired time scale.

2.4. Construction of the neural-network based data-driven model

The purpose of data-driven modeling in this study is to develop a
tool that can provide an estimation of the horizontal-well performance
in a given tight-gas sand reservoir. Table 1 shows input variables that
are used in the development of the model. It was desired to have 13
inputs that includes drainage area (A), reservoir thickness (h), perme-
ability (k), porosity (¢), temperature (7), initial pressure (p;), length of
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Fig. 4. Results of the manual optimization study for neural network design parameters for the data-driven model: a) Number of hidden neurons, b) Number of hidden layers, ¢) Number
of training cases, d) Functional links.
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Fig. 5. The neural-network topology of the data-driven model with 13 input and 16 output parameters, and 16, 15, and 14 neurons in each hidden layer, respectively.

the horizontal well (Lp,.), gas gravity (yy) and flowing bottom-hole

pressure (p,,0). The model design also includes parameters related to wa
hydraulic-fracture design and effectiveness. These parameters are the
number of fractures (n), the length of hydraulic fractures (Ly), the .
width of hydraulic fractures (wy), and the fracture permeability (ko). .
Main output variables are the hyperbolic decline-curve coefficients: a, o
b, and c. Uniformly-distributed data sets within the minimum and
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maximum values listed in Table 1 for each variable were generated. It

s determined to divide the data set as the following:

80% for training,

10% for validation during training,

10% for testing the cases that were not presented to the neural
network during training (blind-testing cases).
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Fig. 6. The workflow followed for probabilistic assessment of tight-gas sand reservoirs that utilizes the data-driven model to perform Monte Carlo simulation.

Table 2

Ranges and values of parameters used in the case study for probabilistic assessment.

Table 3

Initial conditions of the reservoir (constant)

cases (1000 cases).

Summary of statistics of absolute errors of the output variables in the data-driven model
for the training set (800 cases), validation set (100 cases), testing set (100 cases) and all

Parameter Value a (%) b(%) c(%) 10-year
Recovery (%)
Area (A=L, X Ly) 372 acres
Reservoir temperature () 140°F Training Set Mean 3.1 6.9 4.6 3.2
Initial reservoir pressure (p;) 4000 psi Median 2.6 4.3 3.7 2.6
Specific gravity of gas (yg) 0.8 Standard 2.6 9.8 4.0 2.7
Deviation
. L Minimum 0.004 0.012 0.00003 0.003
Reservoir characteristics Maximum 188 1109 336 20.7
(i Uncqntrollable parameters related to reservoir and hydraulic fracture Validation Set Mean 3.1 8.9 5.3 3.3
effectiveness) Median 21 59 42 2.8
L. i i Standard 2.9 8.1 4.7 2.7
Parameter Minimum Most-likely Maximum Deviation
Thickness (h) 150 ft 200 ft 250 ft Minimum 0162 0.004 011 0.075
=, Maximum 14.5 53.6 23.8 12.7
Permeability (k) 0.01 md 0.02 md 0.03 md
Porosity (¢) 0.05 0.10 0.15 Testing Set  Mean 31 69 46 3.2
Fracture length (L = 2x;) 800 ft 900 ft 1000 ft Median 23 3.9 35 25
Fracture permeability (k) 6000 md 8000 md 10,000 md Standard 3.1 95 3.9 25
Fracture width (wp) 0.16 in. 0.20 in. 0.24 in. Deviation
Minimum 0.33 0.001 0.001 0.02
Operational parameters Maximum 220 57.7 16.3 13.3
(Controllable parameters related to horizontal well and hydraulic fracture design) All Mean 3.1 7.0 4.7 3.2
Median 2.6 4.5 3.7 2.6
Parameter Value Standard 2.7 9.6 4.0 2.7
Deviation
Flowing bottom-hole pressure 1000 psi Minimum 0.004 0.001 0.00003 0.003
(PP Maximum 22.0 110.9 33.6 20.7

Number of fractures (n)
Horizontal wellbore length (Lz,,,)

10, 20, or 30 (depending on the scenario)
2,000, 4000 or 6000 ft (depending on the

scenario)

104



B. Kulga et al.

ETraining Set
Validation Set

a) Coefficient a Testing Set

Number of Occurrences

1,000
900
800
700
600
500
400
300
200
100

0 f———t

ORI LS R S

o o\ oS oS
N ,l:\ '5'\ b\'\ Q)'\

Absolute Error
ETraining Set

Validation Set
c) Coefficient ¢ Testing Set

Number of Occurrences

1,000
900
800
700
600
500
400
300
200
100

0 et

S L AR A

N P b X 9

U R SN
Vv ) ™ %)

Absolute Error

Computers & Geosciences 103 (2017) 99-110

ETraining Set
Validation Set

b) Coefficient b Testing Set

Number of Occurrences

L\s\" $° S S S S
e\o’ e\o'
o A o
Absolute Error

ETraining Set
Validation Set

d) 10-year cumulative recovery Testing Set

1,000

[{e]
o
o

Number of Occurrences

Absolute Error

Fig. 7. Error frequencies of output parameters predicted by the data-driven model observed in the training, validation and testing sets: a) Coefficient a, b) Coefficient b, c) Coefficient c,
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After acquiring these data sets for the numerical reservoir model and
running them, corresponding performance indicators are collected.
MATLAB Neural Network Toolbox (MATLAB, 2013) is used to train
the network by using the data in the knowledge base. After testing a
number of possible combinations of hidden-neuron numbers, the final
design had three hidden layers and the layers had 16, 15, 14 neurons,
respectively. This topology was determined after a manual-optimiza-
tion study that required changing the numbers of hidden layers and
hidden neurons. As shown in Fig. 4-a, optimum number of hidden
neurons was determined as 45. Then, it was tested to try allocating 45
hidden neurons to different numbers of layers. As shown in Fig. 4-b,
lowest average error was obtained with three layers with each having
16-15-14 neurons, respectively. The next step was to optimize the
number of training cases to include. Fig. 4-c shows the average error
changing with respect to the number of training cases. Although
varying errors for different sets were observed with different numbers
of cases, we decided to include 800 training cases, 100 validation and
100 testing cases, after considering the low error ranges for validation
and testing sets. It was observed that representing hyperbolic coeffi-
cients a and b with their natural logarithm improved the training
performance. The transfer function of the hidden layer neurons was set
as the hyperbolic tangent sigmoid function while the output layer's
transfer function was chosen to be linear, as also suggested in other
studies (Hornik et al., 1989). Hyperbolic tangent sigmoid function
activation function is differentiable and commonly used in multilayer
networks that are trained using backpropagation algorithms (Demuth
and Beale, 2002). A cascade-forward network which includes a weight
connection from the input parameters to each layer and from each
layer to the successive layers, is utilized, with scaled conjugate-gradient

backpropagation algorithm (Hagan et al., 2014). Gradient descent with
momentum weight and bias learning function is used and mean
squared error with regularization performance function is selected to
evaluate the training performance (Hagan et al., 2014). The final step
in the optimization process was to determine the contribution of
functional links, which provide relationships between input and output
parameters and help to achieve better training performance. These
functional links are included in the output layer of the network in a way
that they make additional information available to the output variables
by introducing simple interactions of the Darcy's Law and original-gas-
in-place equation parameters in regards to the fluid dynamics and
storage in the reservoir, respectively, which have direct impact on the
well performance. Benefits of including functional links were also
demonstrated in similar studies (Guler et al., 2003; Ramgulam et al.,
2007; Artun et al., 2012; Parada and Ertekin, 2012). As shown in
Fig. 4-d, functional links helped to improve the average error from
9.2% to 4.6%. The final topology of the neural network is shown in
Fig. 5 and there were 13 functional links added to the three hyperbolic
decline curve coefficients as output parameters.

2.5. Probabilistic assessment using the data-driven model

The most important benefit of data-driven model can be demon-
strated, when a significantly large number of simulations (i.e., in the
range of thousands) are required while not having sufficient time,
manpower and computational resources to perform so many simula-
tions. A typical example for this situation is when some parameters can
better be defined with a probability distribution, rather than certain
values. This is, in fact, typically the case in problems related to
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Fig. 8. Two of the relatively better forecasted production profiles: a) Average coefficient
estimation error=5.4%, b) Average coefficient estimation error=3.3%.
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Fig. 9. Two of the relatively worse forecasted production profiles: a) Average coefficient-
estimation error=9.8%, b) Average coefficient-estimation error=11.2%.

subsurface resources where hard data are available only from wellbores
at isolated locations throughout the reservoir. In such kind of
problems, it is better to define distribution functions and ranges of
input parameters. Monte Carlo simulation can be performed by
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generating a large number of scenarios that fit into pre-defined
distribution functions. These scenarios can be generated by using
random number generation algorithms that utilizes the characteristics
of the distribution function. Once all the scenarios are simulated,
probability distribution of output parameters can be analyzed and the
uncertainty range can be quantified. This workflow is summarized in
Fig. 6.

To demonstrate the practical application of the developed data-
driven model, a case study is designed to perform a probabilistic
assessment by considering the characteristics of the Williams Fork
Formation. A horizontal well with multiple hydraulic fractures is taken
into consideration. It is assumed to have uncertainty related to
reservoir characteristics (porosity, thickness, and permeability) and
hydraulic-fracture parameters (length, width and permeability of
hydraulic fractures). The parameters are statistically defined with a
triangular distribution with pre-defined minimum, maximum and
most-likely values which are taken from published papers in the
literature for the Williams Fork Formation (Ely et al., 1995; Reeves
et al.,, 1999a, 1999b). A Monte Carlo simulation is performed by
varying these parameters 10,000 times together with a given set of
initial conditions and controllable operational parameters. Three
scenarios are considered to analyze the sensitivity of the horizontal-
well performance to the horizontal-well length and number of hydrau-
lic fractures:

1. 2000-ft well with 10 hydraulic fractures,
2. 4000-ft well with 20 hydraulic fractures,
3. 6000-ft well with 30 hydraulic fractures.

The values and ranges of all parameters are shown in Table 2. Using
the data-driven model, the expectation curves for cumulative gas
recoveries are obtained and compared with the results obtained with
same number of cases using the numerical-model.

3. Results and discussion
3.1. Estimation of horizontal-well performance

The main goal of the data-driven forecasting tool is to predict the
performance of the well in the form of the decline-curve coefficients q,
b, and c. It should be noted that the proposed model predicts the
natural logarithm of coefficients a and b (Fig. 5). Therefore, In(a) and
In(b) values are needed to be converted to their original values to
calculate actual error values. Otherwise, very small, unrealistic and
misleading percent errors are encountered because of the compression
of errors in the logarithmic scale. The other error analysis method is
the assessment of the accuracy of cumulative production. By using
coefficients, a, b and ¢ obtained from the numerical model, and the
values predicted by the data-driven model (appas, bpparand cppar);
the error associated with the cumulative gas production at a given time,
t, is calculated for each case:

[

g f’Ldt
(I + biy NTIN y H

t a
/" @

—dt
(1 + br)°
The average error of the cumulative-production prediction high-
lights the combined effects of the coefficients all together. Table 3
shows the summarized statistics of errors for coefficients a, b and c,
together with the cumulative recovery after 10 years for training,
validation, testing cases and all sets together. The testing set is the most
critical data set for validation purposes, since it is the set that was not
presented to the model during the training process. If we analyze the
error levels for this set, we observe that the coefficient a has an average
absolute error of 3.1%. When compared with other coefficients, b and c,

Error,, (%) = x 100
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Fig. 10. Graphical-user-interface application (GUI) for the forecasting tool that allows to interactively input the required parameters (left) and visualize the output of the model (right).

it is observed that a is the coefficient that was predicted with the
highest accuracy. It is the numerator of the hyperbolic decline curve
and it should be predicted as close as possible to the initial gas-
production rate of each case. Therefore, it has the largest impact on the
quality of the developed model. Although coefficient b has a greater
error (6.9%) than the other coefficients, it has a relatively smaller
impact on the trend of the hyperbolic decline-curve profile. Therefore,
it is rather acceptable for the coefficient b to have greater error values
than other coefficients in determining the quality of the prediction. It is
observed that the prediction of the coefficient c has a significant effect
on the hyperbolic decline-curve profile. Coefficient c values are found to
be within a range between 0.5 and 4.0 which is relatively narrower than
the range of variation of coefficient b. This eventually helped the model
to achieve a better prediction accuracy for the coefficient ¢ with an
average absolute error of 4.6%. Average error of all three coefficients is
4.9%.

Analysis of the cumulative gas production error provides insights
about the overall impact of the coefficients, since the cumulative
production is the area under the declining curve of the daily production
rate. The average error for the cumulative production is 3.2%, which
shows that the recovery can be predicted within reasonable accuracy
levels, as compared with the numerical model. The error is calculated
for cumulative production of 10 years for illustration purposes,
considering a typical production period for a tight-gas sand well. It
should be noted that cumulative production errors for different time
periods may slightly vary. Fig. 7 shows the frequency distributions of
errors of output parameters predicted by the model as observed in the
training, validation and testing sets. These error frequencies indicate
that the majority of the cases experienced an error that is less than 10%
in training, validation and testing sets. This also gives confidence about
the prediction capabilities of the model.

Fig. 8 shows production rate vs. time profiles of two of the better
cases, in terms of prediction accuracy. The cumulative production error
is 1.3% in Fig. 8-a and 2.4% in Fig. 8-b. Note that the errors of
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coefficient b values are rather high in these figures (12.9% and 4.9%).
These errors show that the prediction performance of coefficient b has a
rather low impact on the overall prediction performance of the model,
when compared with other coefficients. Figs. 9-a and 9-b show two of
the relatively worse cases. These two figures confirm that the prediction
of coefficient a is substantially important. In Figs. 9-a and 9-b,
although the percent errors of coefficients b and c vary, predicted
production performances follow similar patterns, which shows that the
impact of the errors of coefficient b and c are lower on the overall
quality of the prediction. Production profiles appear to be slightly over-
and under-estimated, respectively, because coefficient a values could
not be predicted as desired by the model in these two cases. This also
directly affects the cumulative-recovery errors negatively.

To convert the model into a user-friendly tool for the practicing
engineer, a graphical-user-interface (GUI) application is developed that
uses the model to provide estimated quantities of the outputs once the
required input parameters are provided (Fig. 10). The simulation
models of complex tight-gas sand reservoirs and their advanced
wellbore designs with hydraulic fractures can cause excessive simula-
tion times if not trigger convergence problems or simulation failures.
Data-driven modeling is one of the supplementary tools to overcome
aforementioned problems. The forecasting tool developed in this study
not only helps to reduce simulation time requirements or related
simulation failures, but also enhances the overall decision-making
process by using it as a faster proxy to conventional numerical
simulators when needed. Each simulation run completed with the
numerical model used in this study takes around 5 min depending on
the complexity of the case on an Intel ® Core™ i7-M640 2.80 GHz
CPU. Considering the software requirements and the time that is
required for pre-processing, building, validation and post-processing
all together, the full cycle of modeling would require significant amount
of time and monetary investments. On the other hand, the data-driven
model can output the estimates of performance characteristics within a
fraction of a second, providing engineers with significant savings in
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Fig. 11. Expectation curves of cumulative recovery after 5 and 10 years of production
obtained from the numerical-model and data-driven model for different well designs: a)
2000 ft with 10 fractures, b) 4000 ft with 20 fractures, ¢) 6000 ft with 30 fractures.

terms of expended resources.

3.2. Case study: probabilistic assessment of tight-gas reservoirs

After performing a Monte Carlo simulation for 10,000 cases,
cumulative recoveries after 5 and 10 years are calculated using
decline-curve coefficients a, b, and c, that are predicted by the data-
driven model. For the purpose of re-validating the data-driven model,
recoveries from the numerical model are also collected for the same set
of 10,000 cases. Frequencies of cumulative recoveries are used to
construct the expectation curves shown in Fig. 11. All well-design
scenarios that are investigated are shown, with cumulative recoveries
after 5 years and 10 years of production. Satisfactory matches between
data-driven model and numerical-model derived probability values are
obtained with error differences of within + 10%. This demonstrates the
possibility of running as many as 10,000 cases using the data-driven
model within a fraction of a second with similar accuracy as a
numerical reservoir model which required about 30 days of CPU time
to run 10,000 cases on an Intel ® Core™ i7-M640 2.80 GHz CPU.
Results of these cases can be used to perform a Monte Carlo simulation
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Table 4

P10, P50 and P90 estimations of cumulative recovery in billion cubic feet (BCF) after 5
and 10 years of production obtained from numerical and data-driven models for different
well designs.

Lp.=2000 ft, n=10 fractures

5-year Recovery 10-year Recovery

Probability Numerical Data-Driven Numerical Data-Driven
10% 20.1 20.1 25.4 27.4
50% 15.5 15.0 19.6 20.4
90% 11.6 10.8 14.6 14.8

Lp,=4000 ft, n=20 fractures

5-year Recovery 10-year Recovery

Probability Numerical Data-Driven Numerical Data-Driven
10% 36.6 36.6 44.0 44.2
50% 28.3 28.1 32.8 32.8
90% 20.6 20.3 24.4 24.3

Lp.,=6000 ft, n=30 fractures

5-year Recovery 10-year Recovery

Probability Numerical Data-Driven Numerical Data-Driven
10% 46.7 46.5 55.7 59.7
50% 38.6 37.9 44.1 44.8
90% 31.3 335 33.3 32.7

study to account for the uncertainties in reservoir and hydraulic-
fracture parameters to see their impact on the well performance.
Table 4 shows the P10, P50, and P90 estimations from the
cumulative probability curves shown in Fig. 11. These values are the
values that the cumulative recovery would be greater than with
probabilities of 10%, 50%, and 90%. P10, P50, and P90 values are
also visually shown in Fig. 12, in which the match between the data-
driven and numerical-model derived results is clearly seen. Such kind
of an analysis allows us to compare different well designs with different
numbers of hydraulic fractures along the well path within the ranges of
known uncertainties. Recovery values can be incorporated to an
economic analysis together with the costs associated with the length
of the horizontal well and number of fractures to make important
decisions regarding the operation of a given tight-gas reservoir.

3.3. Limitations of the forecasting tool

The presented tool has a wide range of applicability for the purpose
of predicting the performance of hydraulically-fractured horizontal
wells in tight-gas sands. Following are potential limitations to take into
consideration when this tool is used:

1. Since the model is trained using results from a numerical-model, its
predictive capability is limited to the numerical model's accuracy.
Therefore, the assumptions defined during the numerical-model
building process are also carried into the data-driven model.
However, it must be noted that the purpose of this tool is not to
replace or improve the accuracy of high-fidelity numerical models,
but rather to use it as a proxy model to perform an efficient modeling
study, or to reduce ranges of uncertainties prior to more detailed
numerical-modeling studies.

. Since the cases used for training are within the ranges of parameters
presented in Table 1, the model may not be able to provide accurate
predictions outside this range. While it was aimed to cover a wide
range of possibilities and to study somewhat extreme conditions as
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Fig. 12. Comparisons of P10, P50 and P90 estimations of cumulative recovery after 5
and 10 years of production obtained from the numerical-model and data-driven model
for different well designs: a) 2000 ft with 10 fractures, b) 4000 ft with 20 fractures, c)
6000 ft with 30 fractures.

well, the dataset used should be expanded and the model should be
re-trained for the purpose of inclusion of these new conditions. The
methodology presented in this paper would provide the guidelines
for such kind of a study.

3. Predicted well-performance is assumed to follow Arps' hyperbolic-
decline curve as we were able to accurately fit this type of decline
curve through the production behavior obtained from the numerical
model. While the data-driven model can predict the performance
within acceptable accuracy levels using a hyperbolic-decline curve,
this curve may not be valid in some systems and under some
conditions. In those situations, the prediction accuracy may suffer
from the differences in the decline behavior.

4. Conclusions

In this study, a data-driven forecasting tool is developed and
validated for tight-gas sands by combined utilization of artificial neural
networks and a numerical reservoir model. The key conclusions are as
follows:

1. The model is validated with blind cases in which the well perfor-
mance coefficients are predicted with an average error of 4.9%, and
the cumulative gas recovery after 10 years is predicted with an
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average error of 3.2%.

2. The model can be used as a practical decision-making tool through
the use of a graphical-user-interface application, which outputs the
expected quantities of the related parameters within a fraction of
second.

3. The model can be used to investigate many cases efficiently, as
demonstrated with the case study for Williams Fork Formation
through a probabilistic assessment of various well designs.
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