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In this paper, we propose a minimal numerical model which governing equations describe the following
processes: erosion, sedimentation, diffusion and flexure. The model respects conservation laws for water
and sediment. The implementation is based on a finite volume approach and the explicit solution sta-
bility is ensured by a CFL-like condition. This common core of accepted physical principles governing
landscape evolution is ported into a distributed memory parallel environment. Badlands (acronym for
BAsin anD LANdscape DynamicS) is an open-source, flexible, TIN-based landscape evolution model, built
to simulate landform development and test source-to-sink concepts at regional to continental scale over
thousands to millions of years. To illustrate the model capabilities, we first present an example of delta
evolution under sea-level fluctuations. The model predicts the successive progradation and transgression
phases, the development of depositional and erosional patterns as well as the associated stratigraphic
formation. Then, we investigate the importance of climate, and in particular the spatial pattern of pre-
cipitation, on the topographic evolution of mountain belts. The simulation and associated quantitative
analyses suggest that the main drainage divide migrates and asymmetric topography develops in re-
sponse to orographic precipitation. This mechanism, documented in recent analogue and numerical
experiments, results in a complex reorganisation of drainage networks that our model is able to re-
produce.

& 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Landscape evolution models (LEMs) have allowed the geo-
science community to test and develop new conceptual models
and quantify the drivers and feedback mechanisms responsible for
shaping the Earth's envelop (see Fig. 1). LEMs usually simulate,
based on physical laws and principles, some of the fundamental
geomorphological processes acting on the Earth surface and for
which the driving forces, initial and/or boundary conditions are
well constrained (Tucker, 2009). Most of these numerical models
have been developed to address medium to large scale landscape
dynamic over spatial dimensions of a catchment to an orogen and
temporal dimensions of thousands to millions of years (Willgoose,
2005; Paola et al., 2009). LEMs are currently used as an aid in
various research fields such as hydrology, soil erosion, hillslope
stability, volcanology and general landscape evolution studies
(Refice et al., 2012).

In this paper, we present our LEM Badlands, which is an open-
source and parallel catchment and landscape model capable of
lles).
simulating both erosion and deposition over time scale of thou-
sands to millions of years and over regional to continental scale.
The model source code, its associated documentation along with
the input files for the examples discussed in this paper are avail-
able on Github (http://github.com/badlands-model). The physics of
Badlands model is simpler than many other models (Coulthard,
2001; Tucker et al., 2001; Garcia-Castellanos et al., 2003; Perron
et al., 2009; Braun and Willett, 2013; Goren et al., 2014; Salles and
Duclaux, 2015) and therefore our goal is not to produce models
with more sophisticated physics, but rather develop an efficient
parallel code to model landscape dynamics problems at very high
resolution.

The first objective is to present the main physical and empirical
laws which are used in Badlands. The set of equations is based on
the assumption of uniform substrate and no differentiation be-
tween regolith and bedrock (Braun and Sambridge, 1997; Tucker
et al., 2001). The rate of river incision is described using the
classical stream power equation (Howard, 1980). The hillslope
processes are simulated based on a linear sediment transport law,
which sets the transport flux equal to a linear function of topo-
graphic slope: the simple diffusion law (Braun et al., 2001;
Sweeney et al., 2015). Modelling of the isostatic loading of the
Earth's crust is performed using the approach of Li et al. (2004).
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Fig. 1. A schematic of two-dimensional landscape evolution model illustrating the
main variables and forces simulated with Badlands: z is the surface elevation, r
refers to rainfall, sl to sea-level fluctuations, f to the flexural isostasy and u to
tectonic uplift.
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The method is capable of modelling both local and regional iso-
static compensation. The combination of a high-order approx-
imation scheme and a multi-grid technique (Li et al., 2004) has
been modified to simulate flexure of realistic lithosphere (laterally
heterogeneous).

The second objective is to describe the main characteristics of
Badlands implementation. In order to avoid the limitations asso-
ciated with grid-based models, the terrain surface is discretised as
a set of vertices in any arbitrary configuration (Braun and Sam-
bridge, 1997; Tucker et al., 2001). These nodes are connected to
form a Delaunay triangulated irregular mesh (Shewchuk, 2002).
The Delaunay framework also offers a numerical solution for the
constitutive laws using finite-volume methods (Tucker et al.,
2001). A forward in time explicit schema ensures stability based
on a CFL-like condition (Refice et al., 2012). Key to any LEM algo-
rithm is to order the nodes in a way that makes the computation
of both discharge and sediment transport efficient. This is achieved
here by implementing the single flow direction water flow routing
approach of Braun and Willett (2013) which transformed this

( )O n2 problem into an O(n) one. Finally, the algorithm is coded to
take advantage of parallel architectures. The parallelisation strat-
egy is based on sub-catchment partitioning, an approach inspired
from hydrologic models (Arnold et al., 1998; Vivoni et al., 2011).
The method ensures a balanced load (i.e., equivalent number of
nodes per processor) and a minimal number of communications
(i.e., data exchanges between processors and computational
nodes). To illustrate the performance of our partitioning approach
we monitor execution time and speed-up in a simple example of
drainage evolution under uniform precipitation.

The final objective is to test our model using simple examples
of the development of delta fronts and orogenic landscapes. Our
goal is not to reproduce all the complexity of the natural landscape
response to sea-level fluctuations and climate change, but rather
to extract first-order behaviours from the set of physical equations
defined in Badlands. In our first example, we monitor the impact
of sea-level fluctuations on the evolution of the erosional and
depositional patterns of an circular island under uniform pre-
cipitation. The simulated stratal architectures mimic the devel-
opment of successive progradation and transgression phases ob-
served on natural systems (Catuneanu, 2006). Then for the second
example, the quantitative analyses focus on drainage catchments
evolution and networks reorganisation induced by the migration
of the main drainage divide under an imposed precipitation gra-
dient. The interpretations and discussions focus on the evolution
of the drainage catchments (Bonnet, 2009), the balance between
diffusive (hillslope) and advective (channel) processes (Perron
et al., 2009; Giachetta et al., 2012) and channel longitudinal evo-
lution. The model results are in agreement with recent studies
based on natural, analogue and numerical models (Willett, 1999;
Bonnet, 2009; Perron et al., 2009; Giachetta et al., 2012).
2. Constitutive laws

2.1. Landscape evolution model equations

In Badlands, we assume that all sediment properties (e.g.
composition of the solid fraction, particle size, bulk density or
thermal properties) are temporally and spatially uniform and that
there is no differentiation between regolith and bedrock. Under
these assumptions, the continuity of mass corresponds to the in-
teraction of three types of processes, one driven by tectonic, an-
other describing the smoothing effects associated to diffusive
processes, and a last one representing the erosive power of water
flow. This standard model is of the form

∂
∂

= − ∇· +z
t

uqs

where u in m/a is a source term that represents tectonic uplift. qs
is the depth-integrated, bulk volumetric sediment flux per unit
width ( m /a2 ). The local rate of downhill sediment transport in-
volves two possible processes (though additional processes can
easily be implemented): transport by channel flow qr and diffu-
sion qd.

Expressions for transport by channel flow and linear diffusion
are already well described in the literature (Chen et al., 2014 and
references therein). The sediment transport rate per unit width by
flowing water, qr, is modelled as a power function of topographic
gradient ∇z and contributing drainage area A. Parameter A is re-
lated to surface water discharge per unit width qw through net
precipitation P, which can be uniform or spatially variable. With
this formulation, A is used as a proxy for the sediment flux in a
detachment-limited erosion regime.

−∇· = − ϵ (∇ )A zq m n
r

This expression corresponds to a simplified form of the usual
expression of sediment transport by water flow (Howard, 1980), in
which the transport rate is assumed to be equal to the local car-
rying capacity, which is itself a function of boundary shear stress
or stream power per unit width (Tucker and Hancock, 2010). We
consider additionally no threshold for particle entrainment. In
addition, the parameterisation of the sediment transport includes
the simple creep transport law which states that transport rate
depends linearly on topographic gradient (Fernandes and Dietrich,
1997). Downslope simple creep is commonly regarded as operat-
ing in a shallow superficial layer (Braun et al., 2001)

κ−∇· = − ∇ zqd
2

The coefficients κ and ϵ are scale-dependent (Dietrich et al.,
1995) and their values depend on lithology and mean precipitation
rate (Whipple and Tucker, 1999), channel width, flood frequency,
channel hydraulics, and potentially other parameters and pro-
cesses (Lague et al., 2005). The coefficients m and n are positive
constants which depend generally on the erosion process being
simulated. The values of m and n indicate how the incision rate
scales with bed shear stress for constant value of sediment flux
and sediment transport capacity. There are no universal values of
m and n. Generally, m and n are both positive, and their ratio (m/n)
is considered to be ≃0.5, in which case (∇ )A zm n scales with shear
stress to a positive power (Tucker and Hancock, 2010).

2.2. Flexural isostasy

Flexure of the lithosphere is a process by which loads bend the
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elastic outer shell of the Earth. As opposed to hydrostatic ap-
proaches, flexural models assume that the lithosphere is a com-
posite layered body, where the upper crust is similar to an elastic
plate while the lower crust and upper mantle behave as a viscous
fluid.

The equations governing elastic deformation are given by

ω ρ ω∇ ∇ + Δ =D g ql
2 2

where ω is the vertical deflection of the plate and ρ ρ ρΔ = −m f is
the density difference between the mantle and the filling material
(either sediments, air or water or a combination of both). ql is the
net force per unit area exerted by the applied load, ρ=q ghl l l, ρl and
hl are the density and height of the load, respectively; g is the
gravitational acceleration.

D is the flexural rigidity of an elastic plate

ν
=

( − )
D

ET
12 1

e
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2

where E is Young's modulus, ν is Poisson's ratio and Te is the ef-
fective thickness of the elastic plate. In Badlands, the effective
thickness Te could vary in space making it possible to study non-
homogeneous plate response to differential loading.

The above equations are linearisable, and therefore can be
solved by superposition of analytical solutions (Wickert, 2015 and
references therein). Here, a different technique based on multi-
grid solutions to the biharmonic equation adapted from Altas et al.
(1998) and proposed by Li et al. (2004) is implemented. The ap-
proach guarantees convergence and has the advantage of drama-
tically reducing the computational cost. As shown in Li et al.
(2004), the technique is capable of simulating both local and re-
gional isostatic compensation. Compared with other isostatic
models, it is more robust and computationally efficient.

The elastic deformation solution is solved with a fourth-order
finite difference approximation schema. The convergence is en-
sured by smoothing oscillating error using a multi-grid technique
in which the solution is iteratively computed by travelling up and
down the grid hierarchy. Similar to Li et al. (2004), three grids are
used to get a fast convergence rate using a V-cycle scheme. At the
four boundaries of a rectangular simulation area, the gradients of
the deflection are set to zero (free boundary condition).

Left side of Fig. 2 presents the resulting homogeneous plate
deflection under a 100 km wide and 50 m tall sediment load. For a
continuous plate with a load of finite width, an analytic solution
was derived by using Green's function (Slingerland et al., 1994)
and is plotted over the model results showing good agreement
between the approach and the analytical solution. Right side plots
show the response to a 100 kmwide, 300 m height central circular
sedimentary load for both homogeneous and non-homogeneous
(bottom plot) plate.
3. Implementation

3.1. Spatial and temporal discretisation

Badlands uses an irregular spatial discretisation scheme to
solve the geomorphic equations (Braun and Sambridge, 1997). The
computational mesh is created using Triangle library from Shew-
chuk (2002). From a series of regularly spaced coordinates, a set of
irregular points is generated which are connected using a Delau-
nay triangulation (Voronoi, 1908; Delaunay, 1934) to form a tri-
angulated irregular network (TIN). Triangle generated scattered
points ensures that the created TIN resolution matches the user-
defined one. It is also possible to specify regions of different re-
solutions within the overall simulated domain.
Following Tucker et al. (2001), the dual Delaunay–Voronoi
framework could be used to solve the continuity equation using a
finite volume approach. Applying the divergence theorem for a
considered node i the flux to node j is positive if the net sediment
flux is from i to j, and negative otherwise. The finite volume ap-
proach is conservative (i.e., the flux entering (or leaving) a given
cell equals the flux leaving (or entering) the adjacent cell). The
integration of the conservation equation for node i is written as

∑
Ω

= −
=

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

dh
dt

u w q
1

i j

n

ij s ij
1

,

i

where ni is the number of natural neighbours connected to node i,
wij is the width of the edge shared by adjacent Voronoi cells as-
sociated to the node i and its neighbour j, and qs ij, is the total
volumetric sediment flux across this edge per unit width.

The irregular nature of the grid prevents water-flow directional
bias that arises in regular grids, and allows for a 3-D advection of
the nodes due to complex tectonic displacements. Within Bad-
lands, one can control the density of the TIN nodes and auto-
matically adjust the TIN resolution based on areas showing rar-
efaction or accumulation of nodes. The Triangle's library ensures
that the newly advected TIN is a constrained Delaunay that
(1) prevents the occurrence of low node density areas and (2) en-
forces the required resolution for surface processes. In addition, a
node deletion/merging algorithm has been implemented to cir-
cumvent the problem of progressive increase of node number
density which could lead to significant slowdown of the surface
process model. The criteria for deletion and merging are based on
the distance between neighbouring nodes and the minimal in-
terior angle of each Delaunay triangulation.

Using an explicit time integration scheme, the length of the
time steps is determined by using a Courant–Friedrichs–Lewy
(CFL) like condition in order to ensure numerical stability. To this
end, each of the two processes provides an upper time step limit.
The minimum among the CFL limits returned is then used as time
step for the next iteration. Following Refice et al. (2012), the time
step limit is given by
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where lij is the TIN arc length, with themin being calculated over
all the TIN arcs.

3.2. Ordering and partitioning

To solve channel incision and landscape evolution a key com-
ponent in the algorithm consists in finding as efficiently as pos-
sible the order in which one must go through the nodes to com-
pute discharge and sediment transport progressively. In Badlands,
the O(n)-efficient ordering method from Braun and Willett (2013)
is implemented. The technique is based on a single-flow-direction
(SFD) approximation assuming that water goes down the path of
the steepest slope (O'Callaghan and Mark, 1984; Gallant and Wil-
son, 2000). The algorithm consists first in defining the receivers
list (a receiver of a given node is its neighbour with the lowest
elevation), then by inverting the list of receivers to obtain the
donors list. After what a stack is created starting from any base
level nodes (e.g. a node which is his own receiver) and adding
recursively their corresponding donors until a node with no do-
nors is reached. The obtained stack contains all the nodes be-
longing to the catchment of a considered base level nodes. After
inverting the stack, the resulting order of the nodes is such that,
within each catchment, all nodes upstream of a given node are
processed before the inverted stack proceeds downstream.



Fig. 2. Left graphs: numerical solutions in response to a 100 km-long and 50 m height central line sedimentary load. Deflection curves calculated for different elastic
thicknesses: (top) 1 km, (middle) 10 km and (bottom) 50 km. Orange curves show Badlands' results; superimposed circle marks are the results from Slingerland's model.
Right plots: 2-D numerical solutions in response to a 100 km-in-diameter, 300 m height central circular sedimentary load. Plots showing resulting deflection due to uniform
elastic thickness of 15 km (top) and 55 km (middle) as well as for a linearly varying elastic thickness (bottom). (For interpretation of the references to colour in this figure
caption, the reader is referred to the web version of this paper.)
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The method proposed above can be implemented to take ad-
vantage of parallel architecture as proposed in Braun and Willett
(2013). However their parallelisation approach, which is based on
catchment partitioning, needs to be improved for better perfor-
mance. The first problem with their approach is that the number
of catchments in a given simulation will limit the number of
computational cores that could be used efficiently. The second,
more problematic, is that most catchments have varying number
of nodes. The computational effort (diffusion and stream power
law) in a given catchment is determined mainly by the number of
nodes retained in the TIN and the catchment size. Therefore
splitting processors by catchment will result in most cases in un-
balanced simulations.

To circumvent these problems, the approach implemented in
Badlands consists in splitting each of the catchments into
numerous sub-catchments (see Fig. 3a). From the ordering meth-
od, the channel network could be seen as an acyclic, directed
graph, such that reaches and junctions are ordered from upstream
to downstream direction (as shown in Fig. 3b). Individual sub-
catchments draining to channel reaches form the basis for parti-
tioning the simulated area into smaller units and synchronising
effort in an upstream to downstream order. This approach is
commonly applied in hydrologic models to divide a large river
catchments into simpler units (Arnold et al., 1998). As the land-
scape evolution calculations are organised according to channel
reaches, the parallelisation strategy follows the natural river
catchments organisation with information on sediment fluxes
being passed between sub-catchments in a sequential fashion at
each time step (Fig. 4a). The computational effort in a sub-catch-
ments is determined by the number of nodes retained in the TIN



Fig. 3. Sub-catchment delineation allows partitioning a 74,000 nodes TIN domain into smaller units of variable size connected via the channel network. (a) shows an entire
catchment based on its stream network. A small portion of the catchment (green area) is presented in (b) and illustrates the result from the division in 9 sub-catchment
units. (For interpretation of the references to colour in this figure caption, the reader is referred to the web version of this paper.)

Fig. 4. Illustration of the partitioning strategy implemented in Badlands showing in (a) the distribution of the catchment nodes between 7 processors. This distribution is
based on the stream network connectivity table that is passed to the METIS library. The library balances the number of nodes among processors while minimising the
communications. (b) shows an hypothetical communication flux between the flow graph sub-divisions.
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and the sub-catchments size. Data exchanges or message passing
between sub-catchments consist of lateral sediment fluxes
through the channel network in upstream to downstream order
(as shown in Fig. 4b). Exchanges are performed through message
passing (MPI Gropp et al., 1999) using ghost cells located at junc-
tions between sub-catchments. To both balance the computational
load and minimise the message passing between processors, we
use the graph partitioning library METIS (Karypis and Kumar,
1999). The library uses a connectivity table which is derived, in our
model, from Strahler stream order (Strahler, 1952) and surface
water discharge.
4. Performance test

Performance tests are realised using Intel Xeon Haswell
2.6 GHz processors available from the Australian Pawsey Super-
conputing Centre. Each computational node contains 12 Intel Xeon
processors.

The load-balancing method using METIS is designed to partition-
ing the TIN vertices of the flow network (which could be seen as a
directed graph) into roughly equal parts. Fig. 5a shows the number of
nodes associated with each sub-catchment. The repartition is clearly
unbalanced with some sub-catchments containing 5–6 times more
nodes than others. Without applying any load-balancing technique, a
direct parallelisation of this distribution might result in unscaled
computational runs. Graphs (b), (c) and (d) in Fig. 5 show the re-
sulting Badlands load balancing of the surface nodes for 3 runs with
different number of processors. As the processors number increases,
the number of nodes per processor decreases from more than 27,500
nodes (standard deviation: σ ≃ 480) with 40 processors to less than
5000 (σ ≃ 180) for 230 processors. The distribution of the load shows
that each of the processors will contain approximately the same
number of nodes. Based on the idea that the computational effort for
a given model is determined, in part, by the number of nodes retained
in each processor, the obtained parallel distribution will help in re-
ducing computational time. To be efficient the partition needs not
only to balance the computational load but also to minimise message
passing between processors. Left graph in Fig. 6 shows, with the 2 TIN
resolutions, the number of communication nodes for varying number
of processors. The number of message passing through each pro-
cessor is on average equal to 1 or 2 which limits the computational
time inherent to inter processes communications.

Overall, the construction of the sub-catchments distribution and its
partitioning based on the METIS library performs well for all the runs.
Right graph in Fig. 6 illustrates the performance of Badlands for a given
iteration step. The considered iteration consists in (1) the creation of
the flow network based on the ordering algorithm, (2) computation of
flow discharge and Strahler stream order, (3) sub-catchment parti-
tioning using METIS library, (4) erosion, transport and sedimentation
computation, (5) update of the rainfall regime and (6) parallel outputs
creation. It is important to note that the chosen time step is the most
time consuming as it requires an update of climatic conditions and the
creation of the outputs. In Badlands, this specific time step recurrence
is user defined, the outputs are written in parallel using the HDF5
library. The black curve (Fig. 6 right) shows the computational time in
ms versus the number of processors. The curve drops quickly from
above 18 s for 2 processors to 4.7 s for 20 processors. The curve then
flattens while keeping its decreasing trend and reaches 1.1 s for 230
processors. To assess the parallel performance in a normalised fashion,
we calculate the speed-up (su, grey curve in right graph Fig. 6). su is
defined as the ratio of the execution time for the serial operation to



Fig. 5. (a) Distribution of nodes (np) per sub-catchments (nsb: number of sub-catchments). Graphics (b), (c) & (d) show the number of nodes (np) per processor p for 3 similar
simulations ran with 40, 110 and 230 processors respectively. It illustrates the node balancing resulting from Badlands partitioning method.

Fig. 6. Left: Results for 2 TIN resolutions (grey: > ×n 1.1 10p
6 – light orange: > ×n 0.8 10p

6) showing number of communication nodes (nc) for the entire domain after
200,000 years of simulation for 7 models ran with 2, 4, 10, 20, 40, 110, 230 processors. Right: Black dots and curve show computational time ct in ms for a single model
iteration for different number of processors p. Speed-up, su, as a function of number of processors for the different simulations. (For interpretation of the references to colour
in this figure caption, the reader is referred to the web version of this paper.)
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the execution time for the parallel operation with p processors. In an
ideal situation, =s pu , implying that the speed-up grows at the same
rate at which processors are added to the parallel operation. For this
experiment, the speed-up attains values ranging from 2 to 24, in-
dicating that the parallel model is 2–24 times faster than the serial
version. Parallel speed-up improves with the number of processors
and nodes, with models' performance reaching a plateau for hundred
processors and over. From the series of simulations, it seems that
domain resolution and sub-catchment partitioning condition affect the
performance. Other aspects such as initial landscape complexity and
processes parametrisation might play an important role that will need
further testing.
5. Delta evolution with sea-level change

5.1. Experimental settings

In this first example, we investigate the formation of river-
dominated deltas under steady climatic conditions (uniform



Fig. 7. (a) Imposed sea-level fluctuations for the experiment. (b) Perspective view of landscape evolution in time induced by the incision and diffusion laws for an artificial
half ellipsoid mountain. The model shows the erosion of the mountain and the sedimentation front evolving after 100,000 years and at the end of the simulation.

Fig. 8. Top views of the erosional and depositional patterns at 4 distinct times. The model shows a constant erosion of the mountain from (a) to (d) The evolution of the
sedimentation area is more complex with progradation to deeper water in (a) and (b) and filling of incised valleys during transgression phases (c). Marine deposits propagate
downslope due to higher diffusion coefficient as shown in (d).
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precipitation) and sea-level fluctuations. Our goal is to reproduced
first-order sea-level control on river deltas formation. This control
has already been well established in the field of sedimentary
geology, based on many field observations (Galloway, 1975;
Wright, 1985; Catuneanu, 2006; Ainsworth et al., 2008) and nu-
merical models (Stive and Vriend, 1995; Stolper et al., 2005;



Fig. 9. Sequence stratigraphic evolution along a profile showing the successive progradation and transgression of the sedimentation due to sea-level change. Each section is
coloured by time. As shown most of the time dependent deposits are preserved in the sedimentary sequences by the end of the simulation. (For interpretation of the
references to colour in this figure caption, the reader is referred to the web version of this paper.)

Fig. 10. Time evolution of a badlands model of block uplift under different precipitation climates showing the emergence of a mountain range and its drainage network.
Panels are colour coded by elevation. The top left figure illustrates steady state under uniform precipitation and the next 3 figures the progressive evolution of the landscape
under an orographic precipitation towards a second steady state (bottom right). The mean drainage divide (MDD) progressively migrates from the centre to the dryer side of
the model area.
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Swenson et al., 2005; Geleynse et al., 2010).
The initial surface defines a mount which is a half ellipsoid of

2 km height and a circular diameter of 8 km (Fig. 7b). The sea-level
is initially set at the base of this mount at an elevation of 0 m. A
uniform precipitation rate of 1 m/a is applied on the entire area
and we test the evolution of the surface and associated deposits
due to both hillslope and channel flow. The flexural isostasy is not
considered in this example. Two diffusion coefficients are defined
for the aerial (0.3 m2/a) and marine (0.5 m2/a) environments. The
higher value for the marine environment is used to account for
sediments reworking by waves or currents. The simulation runs
for 0.5 Ma and we vary the sea-level through time (Fig. 7a). The
initial grid is divided into two resolutions by defining a bounding
box within the input file. A high-resolution area (mean triangle
area: 10,000 m2) is chosen around the mount, whereas the marine
environment has a lower resolution (mean triangle area:
40,000 m2).

5.2. Geomorphological evolution and sequence stratigraphy

During the first phase of the simulation, the mount is eroded
and sediment are transported in the marine environment where



Fig. 11. Evolution of topographic profiles for 6 time intervals under the uniform and orographic precipitation climate (a & b); each line is the mean elevation along a North–
South swath calculated from DEMs and is bounded by the minimum and maximum elevation range for each time steps. (c) Dotted and solid lines show evolution toward first
and second steady states, respectively highlighting the impact of climatic forcing on mountain dynamic. Both vertical and horizontal axes are in metres.
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we see a sedimentation front prograding (Fig. 8a and b). The
progradation slows as the toeset of the delta progrades into con-
tinually deeper waters and as the delta front widens (Fig. 9a).

As the sea-level falls, it creates a condition of forced regression
(Catuneanu, 2006), in which the coast is forced to build seaward.
During the falling stage, rivers incise on what was formerly a
marine shelf, forming incised valleys. These incised valleys tend to
widen and grow landwards. After 280,000 years, the low-stand
system marks the greatest extent of subaerial exposure and ero-
sion. The simulated stratigraphy shows erosion of the top of the
previous stratigraphic packages and a set of prograding sequences
during low-stand condition (Fig. 9b).

As the relative sea-level rises between 280,000 and 320,000
years, it leads to a transgressive system. During this stage the
previously incised valleys are filled with sediments as shown in
Fig. 8c (finger-like red/yellow forms around the mount).

During high-stand (from 320,000 to 380,000 years), the sedi-
mentary system turns from retrogradational stacking in the
transgressive system to progradational stacking in the high-stand
system (Fig. 9c). During this stage, the sediment supply to the
shelve favours the development of progradational sequences that
are deposited on top of the first prograding event.

During the last 100,000 years, the system returns to its original
sea-level state which is marked by small incisions of formerly
deposited high-stand marine shelf deposits and development of a
new sedimentation front (Fig. 8d). The resulting stratigraphic se-
quences are built on top of the low-stand sequences (Fig. 9d).
6. Orogenic landscapes modelling

6.1. Experimental settings

This section presents the predictions of landscape evolution in
response to two simple climatic scenarios: uniform and orographic
precipitation. We investigate the drainage network dynamics and
the steady-state fluvial patterns that emerge from an application
of these climatic forcing mechanisms.

The first part of the scenario starts from a flat topography
subjected to a constant and uniform rate of tectonic rock uplift
(1 mm/a) and precipitation (1 m/a). The domain is rectangular and
the four edges are kept at a constant base-level elevation. The area
is a 40�80 km domain forming a triangular irregular network
with an averaged cell area of 40,000 m2. After 15 Ma, the second
scenario is applied and consists in a linearly varying rainfall pat-
tern corresponding to an orographic precipitation with the same
uniform tectonic uplift rate. The Northern part of the domain is
experiencing a 2 m/a precipitation rate and the Southern part is
subject to a 0.1 m/a precipitation rate for the next 35 Ma. Other
parameters of the simulation are kept constant and include the



Fig. 12. (a) Evolution of mean and maximum (drainage-divide) elevations of the model. The dash line indicates the amount of applied uplift, that is, elevation of the model if
no erosion occurred. The line is interrupted upward only for graphical convenience; uplift forcing was applied during the entire experiment at a constant rate. Note that the
constancy of mean and maximum elevations after 4 Ma for the first evolution step implies a steady state between uplift and erosion. The second part of the graph under the
orographic precipitation shows a similar trend with a mean elevation that reaches the steady-state after 25 Ma. The drainage-divide elevation shows however an increasing
trend up to 36 Ma. (b) Evolution of the normalised divide position, highlighting the asymmetry development from the application of the rainfall gradient. After the
precipitation gradient is applied, the main divide of the belt is pushed from the wet side towards the dry side. In both graphs coloured stars correspond to the time panels
from Fig. 10. (For interpretation of the references to colour in this figure caption, the reader is referred to the web version of this paper.)
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exponents m¼0.5 and n¼1 and the coefficients κ and ϵ which are
set to 1.0 m2/a and 5�10�6/a respectively.

6.2. Uniform precipitation scenario

First phase (Fig. 10 top left) shows the emergence of a moun-
tain range with the main drainage divide subparallel to the long
edges of the domain in response to block uplift conditions and
uniform rainfall. The fluvial system that drains the mountain range
develops gradually from the domain boundaries inward. Initially,
the drainage network is composed of many small catchments that
are formed by the steepest descent criterion that is used to com-
pute drainage connectivity in badlands. Then, a plateau forms due
to tectonic uplift. The edges of the plateau are eroded rapidly as
incising channels propagate (Fig. 11a).

Eventually, a sub-linear mountain range is carved out of the
plateau, with close to equally spaced main trunks (that reach the
main divide draining it towards the four base-level edges (Fig. 10
top left). This phase is characterised by an increase in both the
mean and maximum elevations (Fig. 12a).

After the growth phase, the mean and maximum elevations
remain stable with time (Fig. 12a) even if local geometry evolves. A
landscape is defined to be in topographical steady-state when
every point in the landscape is statistically steady in elevation and
the rate of tectonic rock uplift is exactly balanced by the rate of
erosion (e.g., Montgomery, 2001; Willet and Brandon, 2002; Pel-
letier, 2004; Pelletier and Perron, 2012). Here, the mean elevation
criterion is also used to define a steady state at the model scale.
For the uniform precipitation scenario the landscape steady state
is reached at around 5 Ma. Fig. 12b shows that the mean divide
position for this phase is closely align with the centre of the do-
main which is consistent with analogue (Bonnet and Crave, 2003;
Bonnet, 2009) and numerical (Willett et al., 2001; Kooi and
Beaumont, 2006; Whipple, 2009; Goren et al., 2014) experiments.

6.3. Orographic precipitation scenario

Application of the orographic precipitation induces migration
of the drainage divide towards the drier side of the landscape and
development of an asymmetric topography (Figs. 10 and 12b), a
response previously observed numerically (Roe et al., 2003; An-
ders et al., 2008) and experimentally (Bonnet, 2009).

In response to the precipitation gradient, the migration of the
drainage divide induces a continuous decrease in the drainage
area within the catchments located on the dryer side of the
landscape. In the model, the drainage area is directly related to the
water discharge and so is the sediment transport rate. As a con-
sequence, the decrease of the drainage catchments size correlates
with a steepening of their channels and of the overall relief in the
South (Fig. 13b). Therefore, by reducing the discharge within
drainage catchments, divide migration drives a narrowing of the
channels so erosion is progressively localised within the flood-
plains, resulting in an overall uplift of the dryer side (Figs. 10 and
11b).

The slope of the profiles (Fig. 11b and c) for the northern and
southern drainage indicates very contrasting evolutions. Land-
scape adjustment to the climate forcing takes more time than the
growth phase for the uniform scenario. From Fig. 12a, the model
requires around 10 Ma to reach a stage where the mean elevation
remains stable with time. Thus for the second scenario the land-
scape steady state is reached at around 25 Ma but the drainage
divide elevation and position still evolve up to 36 Ma (Figs. 11c and
12b).



Fig. 13. (a) Time evolution of the mean Peclet number for the wet side (orange line) and the dry side (black line) of the simulated surface. In addition to the mean, the
minimum and maximum range of calculated Peclet number is also given. (b) Time evolution of the longitudinal profile of the main channel in the dry side of the model
(southern side). The stack of longitudinal profiles within the grey area corresponds to the evolution up to the steady state for the uniform precipitation scenario. In the
orange area, the progressive shortening and steepening of the channel are linked to the orographic precipitation. (For interpretation of the references to colour in this figure
caption, the reader is referred to the web version of this paper.)
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6.4. Drainage network reorganisation

In Fig. 13a, we evaluate over time the dominant processes
shaping the landscape based on the Peclet number Pe which
captures the relative vigour of advective channel processes, re-
presented by the coefficient ϵ, and diffusive hillslope processes,
represented by κ (Birnir et al., 2001; Perron et al., 2009). We use
the formulation from Giachetta et al. (2012):

κη
= ϵ ( + )−

Pe
l m n

n

2 1

where l is the distance from the valley outlet to the drainage divide
and η the elevation of the drainage divide. As shown in Fig. 13a,
the Peclet number curves for both sides of the model are similar
under the uniform precipitation and diverge under the orographic
condition. On the wet side where Pe is large, stream incision
dominates and the landscape shows extensive valley networks and
small hillslopes. Conversely, on the dry side Pe is significantly
smaller (by a factor 5 at 50 Ma), stream incision dominates erosion
over a reduced fraction of the terrain, hillslopes are larger and the
valley network is less extensive. The simulation shows that the
extent of valley incision is set by a balance between diffusive
hillslope processes and advective channel processes. As suggested
by Sweeney et al. (2015) experiments, perturbations to this pro-
cess-rate balance, driven by changes in climate, is changing the
reach of erosional valley networks.

During the first scenario (uniform precipitation), channel
profiles evolve symmetrically on both sides of the model. By the
time the first steady state is reached (approximately 5 Ma), all the
channels have developed a characteristic concave up shape (Za-
prowski et al., 2005) as illustrated in Fig. 13b. Then, the imposed
orographic precipitation is driving an abrupt change in the chan-
nels gradient for the dry side of the model. The channels con-
tinuously steepen as they shorten because of divide migration. By
25 Ma, channels from the dry side have reached their steepest
gradients which are mainly controlled by hillslope processes (i.e κ
coefficient). The landscape at this point has reached a second
steady state.

Landscape dynamics and network organisation from our si-
mulation and the quantitative interpretations presented above are
in agreement with recent studies using analogue and numerical
models (Willett, 1999; Bonnet, 2009; Perron et al., 2009; Giachetta
et al., 2012). The model also shows analogies between the syn-
thetic landscapes extracted from the numerical simulation and
real landscapes with similar tectonic and climatic conditions such
as the Ruby Mountains, USA (Ellis et al., 1999) or the Sierra Acon-
quija, Argentina (Bonnet, 2009).
7. Conclusion

Badlands is an open source tool for the simulation of catchment
and landscape dynamics that integrates a minimal set of well es-
tablished physical laws. The model is capable of simulating
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hillslope processes (diffusion law), fluvial erosion (stream power
law), sediment transport (sediment flux conservation) and de-
position (in depression areas) as well as isostatic flexure on het-
erogeneous lithosphere. The model can be used to quantify the
geomorphic and sedimentary response to spatially and temporally
varying tectonic and climatic forces (precipitation and sea-level).

A finite volume approach, based on the dual Delaunay–Voronoi
framework, is used to solve the continuity equation explicitly. The
numerical solution stability is ensured by a CFL-like condition. The
model is designed to serve as a general-purpose framework for
investigating a range of problems in drainage and sedimentary
basin geomorphology, with an emphasis on morphological de-
velopment. The model efficiency comes from (1) a O(n)-efficient
ordering method and (2) a sub-catchments partitioning approach
which minimises inter processor communications and balances
the computational load among processors.

In this paper, we illustrate the model with two examples. First
we simulate the evolution of a deltaic system under sea-level
fluctuations. The model is able to reproduce the successive phases
of progradation and transgression and the associated stratigraphic
sequences. Then the model is used to quantify the importance of
climate change on the formation of mountain belts. The numerical
results and quantitative analyses show that change in precipitation
pattern exerts a strong control on drainage catchments evolution
and networks reorganisation on both sides of the mountain belt as
the main drainage divide migrates. The model results are in
agreement with recent studies based on natural, analogue and
numerical models.

Badlands source code, the associated documentation along
with a series of examples are available on Github (http://github.
com/badlands-model).
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