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Most current multiple-point statistics (MPS) algorithms are based on a sequential simulation procedure,
during which grid values are updated according to the local data events. Because the realization is up-
dated only once during the sequential process, errors that occur while updating data events cannot be
corrected. Error accumulation during simulations decreases the realization quality. Aimed at improving
simulation quality, this study presents an MPS algorithm based on global optimization, called GOSIM. An
objective function is defined for representing the dissimilarity between a realization and the TI in GOSIM,
which is minimized by a multi-scale EM-like iterative method that contains an E-step and M-step in each
iteration. The E-step searches for TI patterns that are most similar to the realization and match the
conditioning data. A modified PatchMatch algorithm is used to accelerate the search process in E-step.
M-step updates the realization based on the most similar patterns found in E-step and matches the
global statistics of TI. During categorical data simulation, k-means clustering is used for transforming the
obtained continuous realization into a categorical realization. The qualitative and quantitative compar-
ison results of GOSIM, MS-CCSIM and SNESIM suggest that GOSIM has a better pattern reproduction
ability for both unconditional and conditional simulations. A sensitivity analysis illustrates that pattern
size significantly impacts the time costs and simulation quality. In conditional simulations, the weights of
conditioning data should be as small as possible to maintain a good simulation quality. The study shows
that big iteration numbers at coarser scales increase simulation quality and small iteration numbers at
finer scales significantly save simulation time.

& 2016 Elsevier Ltd. All rights reserved.
1. Introduction

As a developing technique originated about a decade ago,
multiple-point statistics (MPS) has been applied in many fields,
such as reservoir forecasting (Pyrcz and Deutsch, 2014), mineral
resources (Jones et al. 2013; Boucher et al., 2014) and climate
modeling (Jha et al., 2013). The main purpose of MPS algorithms is
to simulate multiple models via capturing the spatial structure in
training images (TIs), while simultaneously following the con-
straints of conditioning data (Journel and Zhang, 2006; Caers,
2011). The similarity between realizations and TI, also called pat-
tern reproduction, is one of the major factors in evaluating MPS
algorithms (Tan et al., 2014; Mariethoz and Caers, 2015). Although
MPS algorithms have been studied for some time, further pattern
reproduction quality improvements need to be achieved.
and Geological Engineering,
Xingangxi Road, Guangzhou,

u).
The first MPS algorithm presented by Guardiano and Srivastava
(1993) is rarely used in practical applications due to its high CPU
demand. Since then, various MPS algorithms have been proposed.
Some algorithms that are called pixel-based algorithms simulate
one pixel at a time (Strebelle, 2002; Mariethoz et al., 2010;
Straubhaar et al., 2011). Some other algorithms are pattern-based
algorithms because the entire pattern is pasted at a time during
simulation (Zhang et al., 2006; Arpat and Caers, 2007; Honarkhah
and Caers, 2010; Tahmasebi et al., 2012, 2014; Mahmud et al.,
2014). Different from these TI-based algorithms, HOSIM uses
spatial cumulants to represent high-order information that can be
directly calculated from abundant data (Dimitrakopoulos et al.,
2010; Mustapha and Dimitrakopoulos, 2011). HOSIM is promising
in the mineral resources field, where numerous borehole data are
available.

Both existing pixel-based and pattern-based MPS algorithms
follow a sequential simulation procedure. In these MPS algorithms,
the update of data event is confined by a local region and errors
might occur. Because the grid is traversed only once, the error
cannot be corrected and errors accumulate due to the sequential
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Fig. 1. The GOSIM algorithm flowchart.
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process. After a sequence of error accumulations, the final reali-
zation may deviate from the TI. Although it has been noted that, a
realization obtained with a raster path is less sensitive to the
pixels or patterns simulated at the beginning compared to a ran-
dom path (Parra and Ortiz, 2011; Tahmasebi et al., 2012), the issue
of error accumulation remains a hindrance of MPS.

In the field of computer graphics, example-based texture
synthesis has a goal that is similar to that of MPS (Wei et al., 2009;
Mariethoz and Lefebvre, 2014). Current example-based texture
synthesis algorithms can be classified as pixel-based methods
(Efros and Leung, 1999; Wei and Levoy, 2000), patch-based
methods (Efros and Freeman, 2001; Kwatra et al., 2003) and op-
timization-based methods (Kwatra et al., 2005; Kopf et al., 2007).
The first two algorithm types are similar to the pixel-based and
pattern-based methods of MPS, while the optimization-based
methods have no analogous MPS algorithm. The optimization-
based methods refine realizations using an iterative process, thus
they avoid the issue of error accumulation. However, the original
global optimization algorithm proposed by Kwatra et al. (2005) is
relatively inefficient, and cannot be directly applied to categorical
data simulations, 3D simulations and conditional simulations. Al-
though Kopf et al. (2007) extends the optimization-based method
to 3D cases and allows the addition of soft constraints to control
the synthesis outcome, the algorithm cannot be directly used in
3D simulation cases with 3D TI because it utilizes 2D exemplar to
synthesize 3D results, and is not suitable for hard point data
conditioning. A thorough discussion of the similarities and differ-
ences between texture synthesis and MPS can be found in
Mariethoz and Lefebvre (2014).
In this study, we present an MPS algorithm based on the global

optimization scheme, hereafter GOSIM. GOSIM is adapted from the
global optimization algorithm proposed by Kwatra et al. (2005).
Different from the algorithm presented by Kwatra et al. (2005),
GOSIM can be applied to categorical data simulations, 3D simu-
lations and conditional simulations. In addition, GOSIM uses a
modified version of PatchMatch (Barnes et al., 2009) to accelerate
the pattern search process. This paper is organized as follows.
Section 2 provides important background and terminology. The
details of how GOSIM is implemented in different situations are
explained in Section 3. Section 4 compares several simulation tests
between GOSIM, MS-CCSIM and SNESIM, by means of human vi-
sion, ensemble averages and analysis of distance (ANODI). In ad-
dition, a sensitivity analysis of GOSIM is presented in Section 4.
2. Background and terminology

GOSIM is based on a simple assumption. If a realization (R)
visually resembles a training image (TI), then as many patterns as
possible in R come from TI. Let PTI denote a pattern in TI and PR

denote a pattern in R, the distance (or dissimilarity) between R
and TI is:

∑( ) = ( )
( )∈ ∈

R TI P Pd D, min ,
1P R

P TI
R TI

R
TI

The implication of Eq. (1) is that for each ∈P RR , its most



Fig. 2. The PatchMatch iteration process. The red solid rectangle in R represents the pattern of interest, and the red dashed rectangles in TI are candidates of the approximate
nearest neighbors. The arrows start from patterns in R and point to the current approximate nearest neighbors of these patterns. The most similar of these candidates is
chosen as the new approximate nearest neighbor. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 3. Illustration of the process and result of M-step. The solid rectangles in R represent the patterns that contain the black cell, and the dashed rectangles in TI are the
approximate nearest neighbors of these solid patterns. The colorful cells inside the dashed rectangles are cells that will be used to calculate the value of the black cell. R′ is
the realization that is updated from R. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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similar (or nearest) ∈P TITI is found, then the sum of all of the
distances between the corresponding ∈P RR and ∈P TITI re-
presents the global dissimilarity between R and TI. The distance, D,
represents the Euclidean distance in GOSIM. d(R, TI) is the objec-
tive function, which is minimized in the simulation process. Unlike
the sequential simulation process, global optimization is a refine-
ment process. In other words, after an initial guess, the realization
is iteratively modified to produce a final realization Rfinal, which
satisfies:
= ( )
( )

R R TIdarg min ,
2R

final

Let P P, .. . ,TI TI
n1 denote all of the patterns in TI. For ∈P RR and

∈P TITI , we conclude that PTI is the “nearest neighbor” of PR if they
satisfy:

= ( ) =
( )∈

P P PD i narg min , 1, 2, ... ,
3P TI

TI R TI
i

TI
i

Eq. (3) suggests that PTI is the most similar pattern to PR.
Assuming that PTI is the approximate nearest neighbor to PR, let



Fig. 4. Multi-scale strategy in GOSIM. The initial realizations, realizations obtained after the 1st iteration and realizations obtained after the last iteration in each scale are shown.

Fig. 5. Transformation results of the continuous variables to categorical variables using k-means clustering.
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uR be the center cell of PR and uTI be the center cell of PTI, then uTI

is called a “candidate” of uR. If (x, y, z) is the coordinate of uR (in
3D), then the coordinate of uTI can be defined as a vector function,
f, of uR:

= ( ) = ( ) ( )u f u f x y z, , 4TI R
3. Methodology

We are supposed to know both the patterns in R and their most
similar patterns in TI to obtain Rfinal in Eq. (2). This is similar to an
optimization problem where the estimated variables and the
parameters are both unknown (Kwatra et al., 2005). The Ex-
pectation–Maximization (EM) algorithm is suitable for solving this



Fig. 6. TIs used in the simulation test. From left to right are the (a) 2D channel TI, (b) continuous crack TI and (c) 3D facies TI, respectively.

Table 1
Algorithm parameters for SNESIM.

Simulation cases Conditioning
data nodes

Search
ellipsoid

Multi-grid Sub-grid

Unconditional case
1 and Conditional case
1

100 [60 60 1] 3 No

Conditional case 2 60 [20 20 5] 4 Yes

Table 2
Algorithm parameters for MS-CCSIM.

Simulation cases Search
template

Overlap
region

Multi-
scale

Replicates no.

Unconditional case 1 and
Conditional case 1

[30 30 1] [8 8 1] 1 10

Unconditional case 2 [26 26 1] [8 8 1] 1 5
Conditional case 2 [32 32 10] [12 12 4] 1 1
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type of problem (Mclachlan and Krishnan, 1997; Kwatra et al.,
2005). Following the work of Kwatra et al. (2005), the EM-like
algorithm is adopted in GOSIM. Fig. 1 illustrates the algorithm
flowchart of GOSIM. First, a random initial guess is given to R at
the coarsest scale. Next, several iterations are performed to refine
the initial guess. Each iteration is divided into an E-step and an
M-step. In the E-step, we search for the (approximate) most si-
milar ∈P TITI for all of the ∈P RR . The M-step updates R using an
update rule, which is based on the nearest patterns found in the
E-step and minimizes Eq. (1). This process is conducted with a
multi-scale strategy. Finally, the algorithm outputs R at the finest
scale. If TI is based on categorical data, an additional step is needed
to reclassify the realization to a categorical result before out-
putting the results.

3.1. E-step: approximate nearest neighbor search

The goal of the E-step is to find the nearest neighbors of every
∈P RR in TI. The pattern search efficiency is vital in the global

optimization algorithm, because pattern search processes are
Table 3
Algorithm parameters for GOSIM.

Simulation Cases Pattern size Multi-scale Iter

Unconditional case 1 [11 11 1] 5 [20
Unconditional case 2 [13 13 1] 4 [15
Conditional case 1 [11 11 1] 5 [20
Conditional case 2 [7 7 5] 4 [20
performed on all iterations. We adapt an algorithm called Patch-
Match (Barnes et al., 2009) to solve the pattern search issue. The
original PatchMatch presented by Barnes et al. (2009) was de-
signed for finding corresponding patterns in 2D textures. In this
study, the PatchMatch algorithm is modified for conducting 3D
and conditional simulations. PatchMatch finds the approximate
nearest neighbors iteratively instead of finding the exact nearest
neighbors of every ∈P RR . It contains two steps, an initialization
step and an iteration step.

In the initialization step, random candidates are given to every
∈ =u R i n, 1, 2, ... ,R

i . Let u u, ... ,TI TI
n1 denote all cells in TI. The in-

itialization step is formulated as:

( ) = ( ) = ( )f u u i nrandom 1, 2, ... , 5R
i

TI
i

Let P P, ... ,R R
n1 denote all of the patterns in R, and P P, .. . ,TI TI

n1

denote the approximate nearest neighbors in TI found by Eq. (5).
The errors (distances) between the corresponding patterns in TI
and R are:

= ( ) = ( ) = ( )
∼

Err u P PD D i n, 1, 2, ... , 6i
TI
i

R
i

TI
i

Then, an iteration step is conducted to refine the initial guess of
the approximate nearest neighbors. Each iteration contains a
propagation process and a random search process, illustrated with
a 2D example in Fig. 2. In Fig. 2, R is an intermediate realization
from the TI. Fig. 2a shows the propagation of candidates in one
direction (downward and rightward). The green pattern (g) is one
cell left of the red pattern (r) in R, and yellow pattern (y) is one cell
above r. The green dashed pattern (ng) and yellow dashed pattern
(ny) in TI are the current approximate nearest neighbors of g and
y, respectively. One of the red dashed patterns, nr, is the current
approximate nearest neighbor of r. The other two red dashed
patterns, nr1 and nr2, are shifted one cell from ng and ny, re-
spectively. Then, nr, nr1 and nr2 are compared with r and the
most similar one is chosen as the new approximate nearest
neighbor of r. Fig. 2b illustrates the random search process. To find
the new approximate nearest neighbor of the red pattern (r) in R,
we first define a sequence of search windows, sw1, sw2 and sw3
(the three black rectangles on the TI, including the envelope of TI).
The sizes of sw1, sw2 and sw3 decrease exponentially
ation number wcd Histogram matching

, 15, 5, 4, 3] – No
, 10, 4, 3] – No
, 15, 5, 4, 3] [0, 0.1, 0.15, 0.2, 0.2] No
, 4, 3, 2] [0.1, 0.2, 0.3, 0.3] Yes



Fig. 7. Comparison of unconditional realizations of 2D channels.

L. Yang et al. / Computers & Geosciences 89 (2016) 57–7062
(sw14sw24sw3), from the size of TI to a size that is slightly
larger than the pattern size. From each search window, one can-
didate is randomly picked (nr1, nr2 and nr3 come from sw1, sw2
and sw3, respectively). If the current approximate nearest neigh-
bor of r is nr (not shown in Fig. 2b), then nr, nr1, nr2 and nr3 are
compared with r and the most similar one is chosen as the new
approximate nearest neighbor of r. After the random search pro-
cess, other iterations are executed until convergence or a fixed
iteration number (such as five) is reached.

Eqs. (7)–(9) present a general description of PatchMatch in 3D
case. When searching for the candidates of (x, y, z) on odd itera-
tions during propagation, if a good candidate is found for (x�1, y,
z), (x, y�1, z) or (x, y, z�1), the candidate will be propagated to (x,
y, z), i.e.,

⎧

⎨
⎪⎪⎪

⎩
⎪⎪⎪

⎫

⎬
⎪⎪⎪

⎭
⎪⎪⎪

( ) =

( ( ) + ( ))

( ( − ) + ( ))

( ( − ) + ( ))

( ( − ) + ( )) ( )

∼

∼

∼

∼

f

f

f

f

f

x y z

D x y z

D x y z

D x y z

D x y z

, , arg min

, , 0, 0, 0

1, , 1, 0, 0

, 1, 0, 1, 0

, , 1 0, 0, 1 7

On even iterations, propagation is conducted in a reverse di-
rection. That means, a good candidate for (xþ1, y, z), (x, yþ1, z) or
(x, y, zþ1) is propagated to (x, y, z), i.e.,

⎧

⎨
⎪⎪⎪

⎩
⎪⎪⎪

⎫

⎬
⎪⎪⎪

⎭
⎪⎪⎪

( ) =

( ( ) + ( ))

( ( + ) + ( − ))

( ( + ) + ( − ))

( ( + ) + ( − )) ( )

∼

∼

∼

∼

f

f

f

f

f

x y z

D x y z

D x y z

D x y z

D x y z

, , arg min

, , 0, 0, 0

1, , 1, 0, 0

, 1, 0, 1, 0

, , 1 0, 0, 1 8

During a random search, a sequence of candidates are tested.
These candidates are located at an exponentially decreasing dis-
tance from f(x, y, z), which is found after propagation:

α= ( ) + ( ) = ( )u f x y z W r r r i, , , , 0, 1, 2, ... 9TI
i

x y z
where rx, ry and rz are all uniform random values in range [�1, 1]
and W is the width of the maximum search window (the entire TI
in our simulation cases). α is a fixed ratio value (such as 1/2) and i
is the exponent of α. Therefore, αW idefines the width of current
search window and uTI is the center of a pattern randomly picked
inside that search window. The patterns for i ¼ 0, 1, 2, … are
examined until αW i is smaller than the size of one cell.

In the case of conditional simulation, it is not enough to only
search for ∈P TITI that minimizes Erri in Eq. (6). We should also
search for the patterns that are consistent with conditioning data.
Therefore, a new grid for conditioning data (CD) that has the same
size as R is created. Notice that CD may contain cells with special
values, which are used to indicate NOT DATA. Let P P, ... ,CD CD

n1 de-
note all of the patterns in CD, Np denote the number of cells in

∈P RR and NCD denote the number of cells that contain data values
in ∈P CDCD . Then, Eq. (6) can be changed to:

= ( ) + ( ) =
( )

′
Err

P P
N

P P
N

w
D

w
D

i n
, ,

1, 2, ... ,
10

i
ps

R
i

TI
i

P
cd

TI
i

CD
i

CD

where wps and wcd are the pattern similarity and conditioning data
weights, respectively. ′( )P PD ,TI

i
CD
i is the Euclidean distance be-

tween PTI
i and PCD

i . We use a different notation (D′) to denote the
distance between PTI

i and PCD
i because only cells that contain valid

values in PCD
i are taken into calculation, and cells with NOT DATA

values are ignored. If wcd¼0, realizations are unconditional si-
mulation results.

3.2. M-step: update

After the E-step search process, the simulation grid should be
updated via the M-step (Fig. 3). The function of the M-step is to
minimize the objective function based on the patterns found in
the E-step. To update the value of the black cell in R, all of the
patterns in R that contain the black cell must be found (only a
subset of all such patterns is drawn). Then, the nearest neighbors



Fig. 8. Comparison of unconditional realizations of 2D continuous cracks.

Fig. 9. TI and conditioning data considered in 2D conditional simulation tests.
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Fig. 10. Comparison of 2D conditional realizations with 10 hard point data.

L. Yang et al. / Computers & Geosciences 89 (2016) 57–7064
of these patterns are found in TI (drawn as the dashed boxes).
Lastly, according to the values of the corresponding cells (drawn as
the cells filled with colors) in these nearest neighbors, the new
value of the black cell is replaced by the weighted average of these
corresponding cell values. After all of the cells in R are updated, a
new realization, R′, is obtained. The M-step can be described as
follows.

Let P P, .. . ,R R
m1 denote all of the patterns in R that contain cell u

R, and P P, .. . ,TI TI
m1 denote the nearest neighbors in TI found during

the E-step, i.e.,

= ( ) =
( )∈

P P PD i marg min , 1, 2, ... ,
11P TI

TI
i

TI R
i

TI

Let u u, ... ,TI TI
m1 represent the cells in P P, .. . ,TI TI

m1 that are at the
same relative position as uR within P P, .. . ,R R

m1 . Let R(uR) denote
the value of cell ∈u RR and ( )TI uTI

i denote the value of cell ∈u TITI
i .

Then, the new value of cell ∈u RR is:

( ) =
∑ ( )

∑ ( )
=

=

R u
w TI u

w 12
R

i
m

i TI
i

i
m

i

1

1

where wi represents the importance of ∈u TITI
i . We can increase
wi when some cell values are more important to the realization, or
decrease wi if the opposite is true. Eq. (12) is the update rule.
wi¼1 means that each cell has an equal contribution to the result.

In GOSIM, a histogram matching method proposed by Kopf
et al. (2007) is provided as an optional function. In 3D simulations,
the histogram matching function is turned on with a relatively
small pattern to reduce the large time cost caused by a large
number of TI cells.

3.3. Multi-scale strategy

The multi-scale strategy is illustrated in Fig. 4 with inter-
mediate results from the 2D channel simulation case. The ratio
between the grid sizes of adjoining scales is 1/2 (not displayed by
scale in Fig. 4). The simulation grid is initialized at the coarsest
scale. After a number of EM iterations at the coarsest scale, the
realization is resampled to a finer scale. The resampled realization
serves as the initial guess at the finer scale. Then, EM iterations are
performed. This process is continued until all of the iterations at
the finest scale have been completed. The Lancos filtering method
(Burger and Burge, 2009) is suitable for image resizing and is used



Fig. 11. Comparison of 2D conditional realizations with 50 hard point data.

Fig. 12. 3D Conditioning data and etypes of SNESIM, MS-CCSIM and GOSIM.
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Fig. 13. Comparison of 3D conditional realizations.

Fig. 14. MDS plot of TI and the SNESIM, MS-CCSIM and GOSIM realizations. (a) Original MDS plot; (b) New MDS plot after TI database enlargement.

Table 4
ANODI scores of SNESIM, MS-CCSIM and GOSIM.

Ranking SNESIM MS-CCSIM GOSIM

Uncertainty space (between) 2.18 2.41 1
Pattern reproduction (within) 1.90 2.74 1
Total (between/within) 1.15 0.88 1

Table 5
ANODI scores of SNESIM, MS-CCSIM and GOSIM with enriched TIs.

Ranking SNESIM MS-CCSIM GOSIM

Uncertainty space (between) 0.97 1.26 1
Pattern reproduction (within) 1.80 1.41 1
Total (between/within) 0.54 0.89 1

L. Yang et al. / Computers & Geosciences 89 (2016) 57–7066
for resampling in our experimental GOSIM code.

3.4. Categorical data simulation

For categorical simulation, initially, each category is assigned an
integer value and the simulation process for categorical data are
the same as the process for continuous data. As shown in Fig. 4,
cell values may end up with decimals after updating or resam-
pling. In GOSIM, a variant of k-means clustering (Lloyd, 1982)
called k-meansþþ (Arthur and Vassilvitskii, 2007) is utilized to



Fig. 15. Sensitivity of GOSIM's time cost to pattern size and iteration number at
various scales.
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reclassify the final result back to categorical values. Fig. 5 shows
the effect of k-meansþþ on the final realization in Fig. 4. The TI
contains sand channels and mud background, and the integers
0 and 1 are assigned to indicate these two facies, respectively. The
realization before reclassification contains a small proportion of
continuous values around the channels (the left image in Fig. 5).
The continuous values are turned into categorical indicators after
transformation based on k¼2 (the right image in Fig. 5).
4. Results and Discussion

4.1. Testing environment

In this study, three TIs (Fig. 6), a 2D channel TI (Strebelle, 2002),
a continuous crack TI (Journel and Zhang, 2006; Honarkhah and
Caers, 2010) and a 3D facies TI (Remy et al., 2009), are used to test
the algorithm. The grid sizes of these three TIs are 250*250*1,
159*159*1 and 150*195*30, respectively.

Realizations produced by GOSIM, MS-CCSIM and SNESIM are
compared with the visualization function of SGeMS (Remy et al.,
2009). The current version of GOSIM is implemented in Cþþ .
SNESIM is the standard program of SGeMS. The MS-CCSIM algo-
rithm is provided by Tahmasebi et al. (2014). The parameters for
each algorithm are chosen according to the literature values that
produce optimal simulation quality (Remy et al., 2009; Mahmud
et al., 2014; Tahmasebi et al., 2014). All of the algorithm para-
meters used in our tests are listed in Tables 1–3.

4.2. Unconditional simulation

4.2.1. Case 1: categorical data simulation
Fig. 7 illustrates realizations based on the 2D channel TI

(Fig. 6a) obtained by GOSIM, MS-CCSIM and SNESIM. In this case,
the ideal simulation result would depict a realization with the
same degree of connectivity and smoothness as the TI. Although
we have set a sufficiently large search template for SNESIM, un-
connected channels are widespread in the realizations. Compared
to SNESIM, MS-CCSIM realizations have more connected channels.
However, the channels in the MS-CCSIM realizations are not as
smooth as the TI channels and the channel widths drastically vary.
GOSIM realizations contain less hanging objects and reproduce
smoother channels. However, the variability among GOSIM reali-
zations is smaller than that of SNESIM and MS-CCSIM realizations.

4.2.2. Case 2: continuous data simulation
The simulation results of GOSIM and MS-CCSIM based on the

continuous crack TI (Fig. 6b) are compared in Fig. 8. The major
difficulty in this case is reproducing the completeness of both thick
cracks and thin cracks. Each thick crack in TI is connected to other
thick cracks, separating the TI into several blocks. Compared to
GOSIM realizations, thick cracks in MS-CCSIM realizations are
more fragmented. In addition, thin cracks in MS-CCSIM realiza-
tions are neither connected nor complete. GOSIM reproduces thin
cracks more effectively. However, due to the weighted average
update rule, blurry portions can be observed in some GOSIM
realizations, such as the portion in the middle of the 2nd GOSIM
realization. Less bias of histogram reproduction are observed in
GOSIM realizations.

4.3. Conditional simulation

In conditional simulation, because of the multi-scale strategy,
conditioning data are supposed to be relocated at coarse scales. In
GOSIM, conditioning data are relocated to the nearest cell when
the conditioning data grid is downsampled to a coarser scale.
Other approaches, such as the dual-mesh method (Tahmasebi
et al., 2014), are also potential choices. No matter what type of
data relocation method is used, conditioning data at a coarse scale
will not be as accurate as at a fine scale. In order to alleviate the
influence of inaccurate conditioning data at coarse scales, smaller
conditioning weights at coarser scales and larger conditioning
weights at finer scales are used in GOSIM. The ensemble averages
(etypes) of 50 realizations simulated using every algorithm are
calculated to compare the performances of SNESIM, MS-CCSIM
and GOSIM based on conditional simulation.

4.3.1. Case 1: 2D conditional simulation
The 2D channel (Fig. 6a) is used as TI in this test. 10 pixels and

50 pixels are randomly sampled from the TI and used as con-
ditioning data for sparse and dense data simulation tests, respec-
tively (Fig. 9).

Simulation results from SNESIM, MS-CCSIM and GOSIM based
on 10 conditioning pixels and 50 conditioning pixels are compared
in Figs. 10 and 11, respectively. The etypes of SNESIM and MS-
CCSIM are similar, whereas some faint channels can be observed in
the two GOSIM etypes in Figs. 10 and 11. Especially in Fig. 11, the
etype of GOSIM maintains a stronger continuity between con-
ditioning data than the etypes of SNESIM and MS-CCSIM. The
GOSIM etypes show that some patterns tend to occur at certain



Fig. 16. Comparison of GOSIM’s simulation quality with (a) realizations using different pattern sizes and (b) etypes using different conditioning data weights.
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locations with the fixed conditioning data. It indicates a small
variability among the GOSIM realizations. Compared to the SNE-
SIM and MS-CCSIM realizations, GOSIM realizations contain more
connected and smooth channels. Note that all conditioning data
are matched in the GOSIM realizations, despite small conditioning
weights at each scale. Some conditioning data are missed in MS-
CCSIM realizations in Fig. 11.

4.3.2. Case 2: 3D conditional simulation
In this case, the 3D facies TI (Fig. 6c) is used. The size of the

simulation grid is 100*130*10. Five virtual wells are randomly
sampled from the TI as conditioning data (Fig. 12a). The etype of
each algorithm is shown by 3 slices at X¼56, Y¼38 and Z¼3
(Fig. 12b–d). Realizations produced by SNESIM, MS-CCSIM and
GOSIM were shown in Fig. 13. All 5 wells are presented with
etypes and realization slices to show the effect of conditioning.

According to the etypes (Fig. 12b–d) and realization slices
(Fig. 13), the conditioning data are correctly matched by GOSIM
realizations and SNESIM realizations, but MS-CCSIM realizations
fail to condition to the majority of the 3D hard data. In the 3D
facies TI, long channels are connected and wedge-shaped. The
upper portions of a channel are always wider than those in the
lower portions. Crevasses are approximately ellipsoid-shaped. In
Fig. 13, the long channel connectivity and crevasse shapes are
accurately reproduced via GOSIM and MS-CCSIM. However, in
SNESIM realizations, some of the channels are unconnected, and
shapes of channels and crevasses are irregular. Considering the
effects of pattern reproduction and data conditioning, GOSIM
performs better than SNESIM and MS-CCSIM in this case.
4.4. Trade-off between pattern reproduction and uncertainty space

Using the analysis of distance (ANODI), one can quantitatively
assess the pattern reproduction and uncertainty space perfor-
mance of different algorithms (Tan et al., 2014). ANODI has been
proved to be an effective method for comparing the performance
of MS-CCSIM, CCSIM and SNESIM (Tahmasebi et al., 2014). Fig. 14a
illustrates an MDS plot of three groups of 50 unconditional reali-
zations obtained by SNESIM, MS-CCSIM and GOSIM, where the 2D
channel is used as the TI. The ANODI scores are listed in Table 4.

Based on the current parameters, the projected dots of GOSIM
realizations are closer to the TI than MS-CCSIM and SNESIM, and
these dots are close to each other (Fig. 14a). In Table 4, GOSIM has
a higher between score and a lower within score than MS-CCSIM
and SNESIM. Both the MDS plot and ANODI scores reveal that
GOSIM possesses strength in pattern reproduction and limitations
linked to uncertainty space. The limitation of GOSIM can also be
observed in Fig. 7, in which some distinct patterns, such as the
combination of two closed rings, appears in many of the GOSIM
realizations. The total score suggests that SNESIM exhibits a better
total performance than GOSIM and MS-CCSIM with current
parameters.

A major cause of limited variability among GOSIM realizations
is related to the fact that the TI is small and exhibits few patterns.
This paper adopts a method similar to Rezaee et al. (2015) to en-
large the TI database, but we choose GOSIM realizations as the
new TIs rather than CCSIM realizations in Rezaee et al. (2015). To
compare the three algorithms in a similar condition, the same TIs
are used for each algorithm. For each algorithm, 10 realizations are



Fig. 17. Comparison of GOSIM's simulation quality with different iteration numbers at multi-scales.
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produced with every TI including the original TI. New MDS plot
(Fig. 14b) and ANODI scores (Table 5) that calculated after TI da-
tabase enlargement illustrate that, via enlarging the TI database,
the uncertainty space among GOSIM realizations increase drama-
tically and becomes similar to SNESIM. Simultaneously, GOSIM's
pattern reproduction ability is still the best among the three al-
gorithms. The total score indicates GOSIM has a better total per-
formance than SNESIM and MS-CCSIM with enriched TIs.

4.5. Sensitivity analysis

The simulation quality and efficiency of GOSIM are subject to
the algorithm parameters. We chose the 2D channel simulation as
our sensitivity analysis case. The parameter setting in Section 4.2.1
is the reference setting for the unconditional simulation, and the
parameter setting in Section 4.3.1 is the reference setting for the
conditional simulation. If not specified, other parameters are set
based on the reference setting.

4.5.1. Time cost sensitivity
Fig. 15a illustrates the time cost with different pattern sizes and

Fig. 15b shows the time cost of one iteration at each scale. The
simulation grid sizes at each scale are 15*15*1, 31*31*1, 62*62*1,
125*125*1 and 250*250*1, respectively. The simulation time ap-
proximately linearly increases as the pattern size increases. In
Fig. 15b, the simulation time is trivial at the coarsest scale, but the
time cost exponentially increases as the grid size increases. The
GOSIM time cost is dominated by the time cost at finer scales.
Thus, increasing the iteration numbers at finer scales will increase
the time cost of GOSIM more significantly than at coarser scales.

4.5.2. Simulation quality sensitivity
Pattern size, conditioning data weight and iteration number

contribute to the GOSIM simulation quality. The effect of pattern
size has been discussed in previous pattern-based MPS algorithms,
and the conditioning data weight effect has also been investigated
in IQ (Mahmud et al., 2014). Fig. 16 depicts the GOSIM realizations
and etypes based on different pattern sizes and conditioning data
weights. In Fig. 16a, when pattern size is too small (pattern
size¼7), the proportion of channels in the realization is less than
that in the TI. When the pattern size reaches 11, the pattern re-
production becomes acceptable. However, the simulation quality
does not improve further when pattern size reaches 15. Fig. 16b
shows that the variability among realizations decreases when the
conditioning data weights increases.

With a multi-scale strategy, it is tedious to find the optimal
iteration numbers at each scale. In Fig. 4, we notice that the shape
and connectivity of channels are depicted in the initial image at
the 3rd scale (scale 1/4), and does not significantly change at finer
scales. We also know that increasing the iteration number at a
coarse scale will not significantly increase the time cost, but it will
at finer scales (Fig. 16b). Therefore, to obtain a good initial guess
and save CPU time, we intend to assign large iteration numbers
(typically larger than 15) at coarser scales and small iteration
numbers (typically smaller than 5) at finer scales.

For a systematic discussion of the effect of iteration number, the
5 scales of the 2D channel TI are divided into two groups: coarser
scales (scale 1/16 and scale 1/8) and finer scales (scale 1/4, scale 1/2
and scale 1). Fig. 17 illustrates six unconditional realizations with dif-
ferent iteration number settings. The first row shows the results with
small iteration numbers at coarser scales. The second row illustrates
the results with large iteration numbers at coarser scales. Fig. 17 shows
that with small iteration numbers (smaller than or equal to 5) at
coarser scales, the patterns in realizations are generally simple or in-
complete. Iteration number change at finer scales does not sig-
nificantly affect the simulation quality. This implies that the algor-
ithm's performance at coarse scales is important. GOSIM is not sen-
sitive to the iteration numbers at fine scales and fine scale iterations
only slightly refine the realization.
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5. Conclusions

The main contribution of this paper is adapting a global opti-
mization algorithm for geostatistical stochastic simulations. Dif-
ferent from the sequential simulation process used in existing
pixel-based or pattern-based algorithms, GOSIM overcomes the
error accumulation issue with iterative global optimization. Com-
pared with SNESIM and MS-CCSIM, GOSIM is more powerful at
reproducing patterns from the TI in the case of both unconditional
simulation and conditional simulation. GOSIM is suitable for ap-
plications that require high pattern reproduction quality.

One drawback of GOSIM is the inherent parameter tuning dif-
ficulty, especially related to iteration numbers. The sensitivity
analysis shows that pattern size influences the pattern reproduc-
tion and algorithm efficiency of GOSIM. In conditional simulations,
under the premise of matching all conditioning data, the con-
ditioning data weight should be as small as possible to maintain a
high simulation quality. GOSIM is more sensitive to the iteration
number at coarse scales than at fine scales. A sufficiently large
number is useful at the coarsest scale, while the iteration number
at finer scales can be as small as possible to reduce time cost. The
MDS plot and ANODI scores indicate that GOSIM has a small
variability issue. This issue can be alleviated using TI database
enlargement, but more approaches that can increase the varia-
bility between realizations should be investigated.

Because the E-step andM-step are separate, GOSIM shows promise
when only lower-dimension TIs are available (Kopf et al., 2007). For
example, in the case of 3D simulation with 2D TIs, it is possible to
independently search for the nearest neighbors in each plane direction
in the E-step. Then, the realization can be updated by averaging all of
the corresponding cell values in the M-step. The difference between
3D simulations based on the 2D TI and 3D TI is that the three di-
mensional pattern searching is not required with 2D TI.
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