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a b s t r a c t

In geophysical electromagnetic methods, time-varying magnetic fields are measured at Earth's surface
that are produced by electrical currents inside the Earth in order to constrain subsurface conductivity and
geological structure. These methods are widely used for mineral exploration and environmental in-
vestigations, and are increasingly being used in hydrocarbon exploration as well. Forward modeling of
exploration geophysics methods is useful for the purpose of survey planning, for understanding the
method, especially for students, and as part of an iteration process in inverting measured data. Modeling
electromagnetic methods remains an area of active research. In most geophysical methods, the elec-
tromagnetic frequency is sufficiently low that the wavelength of the radiation is much larger than the
area of interest. As such, the quasi-static approximation is valid. Comsol Multiphysics' AC/DC module
solves Maxwell's equations in the quasi-static approximation and in this contribution, we will show
examples of its use in modeling magnetometric resistivity (MMR), very low frequency (VLF) techniques,
as well as frequency and time-domain induction-based electromagnetic techniques. Solutions are
compared with benchmarks from the literature.

& 2015 Elsevier Ltd. All rights reserved.
1. Introduction

Geophysical electromagnetic techniques are used to remotely
infer information concerning Earth's subsurface. In electro-
magnetic techniques, time-varying magnetic fields are measured
at Earth's surface that are caused by electrical currents in Earth's
subsurface (West and Macnae, 1991). Electromagnetic techniques
are widely used in mining exploration (Smith, 2014) and en-
vironmental applications (Reynolds, 2011) and are increasingly
being used in hydrocarbon exploration (Strack, 2014).

The results of forward models are useful for interpreting the
results of electromagnetic surveying, for planning surveys, as part
of a formal inversion, and for educational purposes. Three di-
mensional forward modeling of geophysical electromagnetic
techniques remains an area of active research (see Borner, 2010;
Avdeev, 2005 for reviews). Forward modeling of electromagnetic
techniques involves the numerical solution of Maxwell's equations
in conductive media, usually at sufficiently low frequencies that
displacement currents can be neglected. Numerical techniques
employed to carry out forward modeling include the finite dif-
ference technique (e.g., Wang and Hohmann, 1993), the integral
equation technique (e.g., Avdeev and Knizhnik, 2009), the finite-
volume technique (Jahandari and Farquharson, 2014), and the fi-
nite element method (e.g., Ansari and Farquharson, 2014). An ad-
vantage of the finite element method is that it can use un-
structured grids that are well suited to modeling irregular geo-
metrical shapes such as surface topography and subsurface re-
sistivity anomalies.

Comsol Multiphysics (Comsol Multiphysics User's Guide, 2014)
is a commercial finite element package that allows users to build
complex models simply using a GUI. Further advantages of Comsol
are its ability to couple different physical effects in the same model
and that it has a large built-in library of meshing tools, numerical
solvers and post-processing tools. Butler and Sinha (2012) used
Comsol multiphysics to model the gravity, magnetics, DC re-
sistivity and induced polarization methods of applied geophysics.
An additional module that is available for Comsol is the AC/DC
module that contains functionality for solving Maxwell's equations
in the quasi-static limit. While the main application of the AC/DC
module is in electrical engineering, the quasi-static approximation
is also appropriate for modeling diffusive geophysical electro-
magnetic techniques.

In this contribution, we will give examples of models created
using the AC/DC module of Comsol Multiphysics of the geophysical
Very Low Frequency (VLF) technique, magnetometric resistivity
(MMR), frequency domain electromagnetics and time-domain
electromagnetics. In each case, we will compare the model results
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with published analytical solutions and numerical benchmarks.
2. Theory and methodology

In all of the simulations presented here, the Magnetic Fields
functionality in the AC/DC module of Comsol was used. Comsol
allows the user to choose between time-domain, frequency-do-
main and stationary studies. In the time domain, Ampère's law as
solved by Comsol reads

t
A

H J 1eσ ∂
∂

+ ∇ × = ( )

and

B A. 2= ∇ × ( )

The magnetic field, H, and magnetic flux density, B, are related by
B Hr0μ μ= where μ0 and μr are the magnetic permeability of free
space and relative permeability, respectively. For all of the cases
shown in this paper, 1rμ = . Here, A is the magnetic vector po-
tential while t is time and Je represents the external current
density. Numerical solutions in the time domain require an initial
condition and are obtained at a series of time steps thereafter. The
Comsol AC/DC module uses the temporal or Weyl gauge in which
the electrical scalar potential is set to 0.

In the frequency domain, Ampère's law as solved in Comsol
reads

i A H J 3r e
2

0ωσ ω( − ϵ ϵ ) + ∇ × = ( )

where ω is the angular frequency, i 1= − and ϵ0 and ϵr are the
electrical permittivity of free space and the relative permittivity,
respectively. For all calculations shown here, we use 1rϵ = . Note
also that the term describing displacement currents has been re-
tained in Eq. (3) although it is generally very small at the low
frequencies of interest in geophysics. Solutions in the frequency
domain are effectively stationary for each frequency but have real
and imaginary parts representing harmonic solutions that are in
phase and ninety degrees out of phase with some reference.

If a stationary study is used, the form of Ampère's law solved in
Comsol becomes

H J . 4e∇ × = ( )

All solutions were run using Comsol 5.0 on a laptop with a quad
core i7 processor running at 2.4 GHz with 24 GBytes of memory.

In numerical modeling, it is important to have sufficient re-
solution that there are at least a few elements over the distance on
which the fields are changing. The distance over which fields
change can be estimated in the frequency domain by the skin
depth, 2 / 0δ ρ ωμ= ( ) , and in the time domain by the diffusion

distance, t/ 0ρ μ , where t is the shortest time scale of interest (e.g.,
Telford et al., 1990). It is also important to use a simulation domain
that is sufficiently large that the outer boundary conditions are not
significantly affecting the solution. This means that in the fre-
quency and time domains, the outer boundaries must be at least a
few skin depths or a few diffusion distances from the region of
interest (where t is now the total time of the simulation).

In all of the simulations shown, the default numerical solver
chosen in Comsol was used as well as the default parameter set-
tings. For the MMR simulations, the default solver for the magnetic
field is FGMRES (flexible generalized minimal residual) while for
the rest of the simulations, it is BiCGStab (stabilized biconjugate
gradient). Multigrid with SOR (successive over-relaxation) pre-
smoothers are used as preconditioners for the steady magnetic
fields cases while Multigrid with SOR vector presmoothers are
used as preconditioners for the frequency-domain and time-
domain simulations. Comsol has built in MUMPS (MUltifrontal
Massively Parallel Sparse), PARDISO (Parallel Direct Sparse Solver)
and SPOOLES (Sparse Object-Oriented Linear Equation Solver)
solvers that can be chosen in lieu of the iterative solver sequence.
We experimented with direct solvers for some Very Low Fre-
quency and frequency domain induction simulations. While these
direct solvers found good solutions, they typically used 3–4 times
as much memory and took two to three times as long. Tetrahedral
elements were also used in all of the simulations shown. In all
cases except for magnetometric resistivity, we did not decompose
our solutions into primary and secondary parts.
3. Magnetometric resistivity

In magnetometric resistivity (MMR), current is injected into the
ground at very low frequency between two grounded electrodes.
The magnetic field produced by the currents in the ground is
measured. The currents are varied sufficiently slowly that induc-
tion effects can be ignored. The governing equations consist of
those for electrical conduction,

V I r r r r , 5A Bσ δ δ∇· ∇ = [ ( − ) − ( − )] ( )

and Eq. (4) where VJe σ= − ∇ .
Eq. (5) can be solved using the Electric Currents functionality in

Comsol. A spherical domain is used and a plane, drawn using the
work plane functionality, is used to divide the upper, air, region
from the lower, ground, region. The Electrical Currents solution is
chosen to be active only in the lower region since the resistivity of
the air is effectively infinite and so its effects can be modeled by
specifying a no flux electrical currents boundary condition at the
ground surface. The electrodes are modeled as point current sour-
ces. In order to achieve more accurate results when using point
current sources, it is necessary to greatly refine the grid in the vi-
cinity of the current electrodes. This can be done in Comsol by se-
lecting a “Free Tetrahedral” mesh and setting the size to work on a
point geometrical level and setting a small maximum element size.

The outer boundary condition for the electrical currents in the
ground is given by V rJ n /σ· ^ = − (Dey and Morrison, 1979). Here, n̂
is a unit normal vector while r is the radial distance from the
center of the domain. The solution of the magnetic fields is found
in both the ground and the air. The domain is made large enough
that effects due to the outer boundary do not strongly affect the
region of interest. It was found that specifying 0 tangential com-
ponents of the magnetic field gave superior results to specifying
0 normal component of the magnetic field on the outer
boundaries.

While the formulation above worked and solutions were in
reasonable agreement with published benchmarks for vertical
contacts and vertical dykes (Edwards and Howell, 1976), the so-
lutions had a significant degree of resolution-scale noise. It was
found that much smoother solutions were obtained by using the
formulation of the electrical conduction problem of Coggon (1971)
where we solve for the variation of the electrical potential, Vs, from
that of a constant resistivity background, Vp, in a region with
piece-wise constant conductivity. Using this formulation, the point
sources do not have to be modeled and the governing equation for
Vs within regions of constant conductivity reduces to Laplace's
equation. Jump conditions arise at boundaries where conductivity
changes discontinuously that take the form

V V Vn n. 6s s p rboσ σ σ( ∇ − ∇ )· ^ = − Δ ∇ | · ^ ( )+ + − −

In Eq. (6), rbo represents the position of a boundary where
conductivity changes discontinuously while σΔ represents the
jump in conductivity across the boundary. The formulation



Fig. 2. The surface plot shows Hy
a while the streamlines are Ha for a model of a

dyke that is 10 m wide and has resistivity 10 mΩ . The material outside the dyke
has resistivity 20 mΩ . The current electrodes are 60 m apart. Blue colors are ne-
gative while red are positive. (For interpretation of the references to color in this
figure caption, the reader is referred to the web version of this paper.)
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involving the secondary potential was also used in the finite-ele-
ment, unstructured grid, 3D resistivity simulations of Rücker et al.
(2006). A further advantage of the secondary potential formulation
is the elimination of the need for a refined grid in the vicinity of
the point current sources.

The background potential and its gradients can be calculated
analytically using the well-known form for the potential of a point
source in an infinite homogeneous half space (e.g., Telford et al.,
1990). Eq. (6) can be implemented in Comsol using Boundary
Currents.

It is customary in MMR analysis to calculate the anomalous
magnetic field which is calculated from

HH H H / 7yhommax
a

meas hom= ( − ) ( )

where Hmeas is the measured magnetic field, Hhom is the magnetic
field for a homogeneous half space and Hyhommax is the horizontal
magnetic field for a homogeneous half-space that is midway be-
tween the two electrodes.

When solving the current conservation equations in the form of
(6), the quantity H Hmeas hom( − ) can be calculated from Eq. (4) by
setting V VJ s pe 0σ σ σ= ∇ + ( − )∇ .

The mesh along the ground surface was refined compared with
the rest of the domain. A total of 500,000 degrees of freedomwere
solved for and solutions used roughly 2 GB and took roughly
1 min.

In Fig. 1, the results of calculation of Hz
a for a vertical dyke

model are compared for three different resistivity contrasts with
the results of an analytical model (Edwards and Howell, 1976). The
dyke is 10 m wide and the current electrodes are positioned 60 m
apart along the midline of the dyke. The resistivity of the air is set
at 10 m8 Ω . The results can be seen to be in very good agreement.
In Fig. 2, a surface plot of Hy

a is shown along with streamlines of
Ha for the dyke model with resistivity 20 mΩ outside the dyke.
4. The Very Low Frequency Method (VLF) and Magnetotellurics

In “far field methods” the signal source is well approximated as
a plane wave. Magnetotellurics and the Very Low Frequency (VLF)
method are commonly used far field methods. VLF waves are
broadcast for the purpose of communicating with submarines at
discrete frequencies near 20 kHz (McNeill and Labson, 1991) and
so a frequency domain study is chosen. The source for the
Fig. 1. Comparison of the vertical magnetic field MMR anomaly for a vertical dyke
with the electrodes along the center line. The resistivity of the dyke is 10 mΩ while
the resistivity of the material outside the dyke, ρ1, is shown in the figure in mΩ .
Dashed, solid and dotted lines show the results of numerical models while symbols
show analytical solutions.
magnetotelluric method consists of varying magnetic fields in
Earth's atmosphere and magnetosphere which are typically de-
composed into specific frequencies in the range 10�3 Hz to 104 Hz
(Vozoff, 1991).

A rectangular prism domain is chosen that includes both a
region with 0 electrical conductivity in the air (z 0< ) and a region
representing the ground ( z 0> ). The excitation for the model is
provided by specifying the analytical solution for the magnetic
field over a layered half space on the outer boundaries of the
model using the magnetic field boundary condition of Comsol. In
using this boundary condition, it is assumed that lateral con-
ductivity variations within the simulation volume, or variations in
topography, cause perturbations that die out as one moves to-
wards the boundaries and should therefore be a few electro-
magnetic skin-depths from the boundary.

If the wave is propagating in the x direction over multi-layer
ground then the y component of the analytical expression for the
magnetic field is given by (McNeill and Labson, 1991)

H a e b e e z

H a e b e e z

for 0

for 0. 8

y
u z u z i x

iy i
u z

i
u z i x

0 0 0

i i

0 0= ( + ) <

= ( + ) > ( )

λ

λ

− −

− −

Here, i 1, 2= ‥ is an index indicating the layer in the ground and
k ii i

2
0 0 0

1/2ω μ ωμ σ= ( ϵ − ) , k sin i0λ θ= and u ki i
2 2λ= − . The quantity

θi is the angle of incidence with which the wave impinges on the
ground surface and is usually close to 90°. While magnetic and
electric fields can depend on the angle of incidence, most VLF
observables are ratios and most quantities change at the same rate
with θi and so VLF observables do not change strongly with the
angle of incidence. In all of the calculations shown here,

/2 /40iθ π π= − .
The coefficients ai and bi are determined by requiring the

continuity of the horizontal components of H and E at each hor-
izontal interface where the electrical conductivity changes dis-
continuously. The electric field can be calculated from the



Fig. 3. The real (solid line) and imaginary (dotted line) profiles of the horizontal
component of the magnetic field for ground with resistivity 100 mΩ above 20 m
( z0 20 m< < ) and 10 mΩ below 20 m at the horizontal center of the model.
Circles and asterisks show the analytical solutions for the real and imaginary parts
of Hy, respectively. The region z 0< is air which is treated as infinitely resistive.

Fig. 5. Comparison of our results (lines) with those of Baranwal et al. (2011) for VLF
over topography and anomalous conductors. (a) The in-phase anomaly. (b) The
phase difference between the horizontal electrical field and the horizontal mag-
netic field.
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magnetic field using Ampère's Law

i
E

H
.

90σ ω
= ∇ ×

+ ϵ ( )

The coefficient of the incoming wave in the air, a0, is arbitrarily set
to 1.

As a first test, models were run at 20 kHz with resistivity var-
iations in layers only. Since analytical solutions for the magnetic
field are specified on the boundaries, in these simulations there
should be no lateral variations of the magnetic or electric fields
within the simulation domain and so the vertical profiles of the
magnetic field at the center of the domain should be exactly the
same as the analytical profiles specified on the boundaries. In
Fig. 3, we show the real (solid line) and imaginary (dotted line)
parts of the horizontal component of the magnetic field from the
horizontal center of the numerical model as well as those from the
analytical solution (circles and asterisks). The region z 0< re-
presents the air which was infinitely resistive, while the region

z0 20 m< < had resistivity 100 mΩ and the region z 20 m> had
resistivity 10 mΩ . The numerical and analytical models clearly
match very well. At the layer interfaces, the slope of Hy can be seen
to change discontinuously and the magnetic field can be seen to
decay more rapidly in the lower, more conductive, layer.

We next compare the results of our numerical model with the
published 2D results of Baranwal et al. (2011) who showed
Fig. 4. The geometry of the VLF simulation with topography and two resistivity anomalie
are no changes in the x direction. The tetrahedral elements are shown.
calculations with both conductive anomalies and topographic re-
lief. The model geometry as well as the finite element mesh is
shown in Fig. 4. A domain of size 1600 by 1600 by 800 m (vertical)
was used.

In order to model the effects of surface topography, an inter-
polation function was created in Comsol using data points for the
topography model used in Baranwal et al. (2011) that varied only
s benchmark with the results of Baranwal et al. (2011). The geometry is 3D but there



Fig. 6. Comparison between results using the model presented here, model CMM
and the results presented in Zhdanov et al. (1997) for model 3D1A of Zhdanov et al.
(1997). Circles and triangles are results of Zhdanov et al. (1997) for ρxy and ρyx along
the x axis, respectively. Filled and open symbols are for simulations run at 0.1 and
10 Hz, respectively. Results for ρxy from simulations run with the model presented
here and CMM are represented by dotted and solid lines, respectively. Results for
ρyx from simulations run with the model presented here and CMM are represented
by dashed and dash-dot lines, respectively. Thick and thin lines represent simula-
tions run using 0.1 Hz and 10 Hz frequency, respectively.
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in the y direction. This interpolation function was then used as the
vertical coordinate in a parameterized surface in Comsol that de-
fined the ground surface in the model. Two rectangular prism
anomalies were also modeled in the subsurface with resistivities
of 20 and 100 mΩ in ground with resistivity 1000 mΩ otherwise.
Frequencies of 5, 16 and 25 kHz were modeled as in Baranwal et al.
(2011). In Fig. 5 parts (a) and (b) our numerical model results for
the in phase (I.P.) anomaly (the real part of the vertical component
of the magnetic field normalized by the horizontal component of
the magnetic field) and ϕ, the phase difference between the x
component of the electric field and the y component of the mag-
netic field at the ground surface. Both of these quantities are
commonly used as diagnostics in VLF surveys. As can be seen, our
numerical model results are in reasonably good agreement with
those of Baranwal et al. (2011). The mesh used was roughly 1/3 of
the skin depth for the highest frequency in the region with back-
ground resistivity. Simulations took roughly 1/2 h to run and used
17 million degrees of freedom and required 20 GBytes of memory.
Note that our simulation was 3D but contained topographic and
resistivity variations in 2D only. Our model can easily be used to
investigate 3D structure, however.

At the lower frequencies used in magnetotellurics, it becomes
more difficult to achieve a converged solution using Magnetic
Fields solvers in Comsol. It was found that for a single layer Earth
model, the domain size needed to be at least two skin depths in
size for a model run at 100 Hz while at 0.01 Hz, a domain of size 20
skin depths was needed in order to achieve convergence. At low
frequencies, the horizontal component of the electric field in the
air becomes especially numerically noisy. Comsol Multiphysics has
a magnetotellurics model as one of its sample models which we
will hereafter refer to as model CMM. In CMM, the air is not
modeled and one horizontal component of the magnetic field is
specified as constant at the ground surface. When there is a hor-
izontal variation in electrical resistivity in the direction of the main
horizontal magnetic field, there will be horizontal variations in the
magnitude of the horizontal magnetic field (McNeill and Labson,
1991) and so there will be some errors in the CMM model.

In magnetotellurics, it is common to calculate the apparent
resistivity for waves propagating in the x and y directions from

⎛
⎝⎜

⎞
⎠⎟

E
H

/ ,
10

xy
x

y

2

0ρ ωμ= ( )
( )

and

⎛
⎝⎜

⎞
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E
H

/ ,
11yx

y

x

2

0ρ ωμ= ( )
( )

respectively. Models were run using both the formulation pre-
sented here and CMM using the geometry of model 3D-1A from
the COMMENI project (Zhdanov et al., 1997) which consists of a
rectangular prism of resistivity 0.5 mΩ and side lengths 1 km (x
direction), 2 km (y direction) and 2 km (z direction) in a medium
with resistivity 100 mΩ . Simulations were run with wave propa-
gation along both the x and y axis directions.

In Fig. 6 we present the average of the results presented in
Zhdanov et al. (1997) (symbols), as well as results calculated using
CMM (solid and dash-dot lines) and the model presented here
(dotted and dashed lines). The values of ρxy (solid and dashed
lines) and ρyx (dash and dash-dot lines) are plotted along the x axis
for frequencies of 10 Hz (thin lines) and 0.1 Hz (thick lines). While
both sets of simulations are numerically noisy, the formulation
presented here shows somewhat better agreement with the re-
sults of Zhdanov et al. (1997) particularly at the lower frequency.
The finite-element mesh was refined at the ground interface and
in the conducting anomaly. Simulations had 550,000 degrees of
freedom, used 2.57 GBytes and took roughly 1 min to run. For the
low frequency simulations, the relative tolerance for convergence
had to be reduced to 1 in order to achieve a solution. The outer
dimensions of the model were size 20 km by 20 km by 40 km
(high). The COMMENI3D1A problem has also been investigated by
Ren et al. (2013) and Grayver and Bürg (2014) and their results
were in close agreement with those of Zhdanov et al. (1997).
5. Frequency domain electromagnetics

Frequency domain electromagnetic techniques employ an AC
electrical current in a wire coil as a transmitter. The alternating
magnetic field of the transmitter induces alternating electrical
currents in the ground that are then detected using a second in-
duction coil. The depth of investigation varies with the frequency
of the current used in the transmitter and the transmitter–receiver
distance (Telford et al., 1990).

As a first test, we approximate the transmitter as a vertical
magnetic dipole situated at the surface of a homogeneous infinite
half-space. We compare the numerical results with a solution for a
vertical dipole at the origin above an infinite half space of constant
conductivity (Ward and Hohmann, 1988),

H
m
k r

ikr k r ik r e
2

9 9 9 4 .
12

z
c

c c c
ikr

2 5
2 2 3 3 c

π
= [ − ( + − − ) ]

( )
−

Eq. (12) is valid at z¼0 while rc is the radial distance from the
dipole and k has the same definition as in the VLF section.

A spherical domain of radius 1000 mwas used which was again
divided by a circle into a lower half representing ground with
resistivity 100 Ω, and an upper half with resistivity 10 m8 Ω re-
presenting air. The dipole was modeled using the point dipole
capability of Comsol and the outer boundaries were set to have
0 tangential components of the magnetic field using the “Magnetic
Fields” boundary condition in Comsol.

The model mesh was refined in the neighborhood of the dipole
and at the ground surface. Frequencies of 100, 1000, 104 and
105 Hz were used which correspond to electromagnetic skin
depths of 503, 159, 50, and 15.9 m.

In Fig. 7, a vertical slice of the real part of the component of the
electrical current density that is perpendicular to the slice is
shown as well as streamlines and arrows showing the real parts of
the magnetic field and the electrical current density when the
frequency is 100 Hz.



Fig. 7. A vertical slice plot of the real part of the electrical current density that is
perpendicular to the slice as well as streamlines of the magnetic field and arrows
showing the electrical current density in the ground for frequency 100 Hz. Red
colors are positive while blue are negative. (For interpretation of the references to
color in this figure caption, the reader is referred to the web version of this paper.)
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In frequency-domain electromagnetics, it is customary to plot
the secondary fields, which correspond to the measured fields
with the fields produced by the transmitter in the absence of any
conductors subtracted. When normalized, these quantities for the
vertical component of the magnetic field are

IP
real H H

H 13
z z

dip

z
dip

= ( ) −
( )

and

Quad
imag H

H 14
z

z
dip

= ( )
( )

where Hz
dip is the vertical magnetic field of a dipole in the absence

of conductors.
In Fig. 8, we show profiles of normalized fields, IP and Quad,

from our model (lines) and using the analytical solution from Eq.
(12) (symbols). As can be seen in the IP plot in particular, there is a
significant degree of numerical noise near the dipole source. The
quality of the solution near the dipole source could be improved
by increasing the resolution in this region but at a significant cost
in computation time. It can also be seen for the low frequency
simulations that the numerical and analytical solutions differ
when they are within one skin depth of the outer boundary. Some
simulations were undertaken with Comsol's “infinite elements”,
volumes on the exterior where the solution is stretched to infinity,
but only the lower frequency solution was improved near the
outer boundaries and the processing time was longer.

Generally the numerical and analytical results are in very good
agreement. The solution for all four frequencies involved solving
for three million degrees of freedom and took 16 min.

Ansari and Farquharson (2014) showed finite element solutions
for the secondary magnetic field above a cube of conductivity
63,000 S/m and side length 14 cm immersed so that its top surface
was 2 cm below the surface of brine with conductivity 7.3 S/m. The
simulations were set up to model a physical scale model and their
numerical results were seen to be in good agreement with the
physical scale model as well as with results of integral-equation
methods (Farquharson et al., 2006) and finite-volume simulations
(Jahandari and Farquharson, 2014). The transmitter was a vertical
dipole that was positioned in air 2 cm above the brine while the
receiver measured the vertical component of the magnetic field at
a distance of 20 cm.

It can be difficult to mesh good conductors adequately since the
skin depth is very small for these objects. Ansari and Farquharson
(2014) used a very high density of elements within the conducting
cube. In the frequency domain, Comsol has the capability to re-
present thin conductors using effective boundary conditions
known as “Transition Boundary Conditions” on planes. Larger
conductors can be represented using “Impedance Boundary Con-
ditions” on the boundaries of a volume. The inside of the volume is
not included in the calculation. In order to compare with the si-
mulations of Ansari and Farquharson (2014), the conductive cube
was represented by applying 6 impedance boundary conditions on
the boundaries of the cube. The transmitters were represented
using Comsol's “Point Dipole” capability and calculations were
carried out for each transmitter position by specifying the dipole
moment for each transmitter to be non-zero for only one calcu-
lation of a parameter study. The simulation domain was set to be
of size 10 skin-depths for the brine conductivity while the mesh
was also made finer in the vicinity of the dipoles (maximum ele-
ment size 0.01 m), on the brine–air interface (mesh size set to
“extremely fine”) and on the edges of the block (maximum ele-
ment size 0.01 m). The resistivity of the air was set to be 106 times
that of the brine.

In Fig. 9 the results of our simulation at 100 kHz is compared
with the results of Ansari and Farquharson (2014). The agreement
between the two sets of simulations is very good. Similar agree-
ment was found for frequencies 10 kHz, 200 kHz and 400 kHz. At
200 kHz and below, we had to increase the relative tolerance of
the solver to 0.05 from its default value of 0.001 in order to
achieve convergence. The solutions were still in good agreement
with those of Ansari and Farquharson (2014). At frequency
400 kHz, solutions consisted of 640,000 degrees of freedom and
required 3 GBytes of memory. Solution for 26 dipole positions took
26 min. Ansari and Farquharson (2014) also presented results at
1 kHz. We were unable to get our solution to converge at this
frequency without decreasing the tolerance to the point that the
solution no longer matched the benchmark.

We also attempted to find solutions without using the im-
pedance boundary conditions by resolving a skin depth within the
conductive block. A solution was obtained for a frequency 400 kHZ
that was in reasonable agreement with the benchmarks. The so-
lution required roughly three times as many degrees of freedom
and took roughly three times as long to compute, indicating the
significant advantage of using the impedance boundary
conditions.
6. Time domain electromagnetics

In time domain electromagnetics, electrical currents are in-
duced in ground by a non-harmonic current variation in a trans-
mitter. In many cases, electrical currents are induced in the ground
by the changing magnetic field caused by the abrupt shut-off of
transmitter currents. The decay of the ground induction currents is
then measured by another induction coil at the ground surface.

In order to benchmark the model, the solution for the transient
field caused by the instantaneous shut-off of a vertical dipole at
the surface of an homogeneous half space is compared with the
analytical solution of Nabighian and Macnae (1991). A spherical



Fig. 8. Profiles of (a) IP and (b) Quad profiles on the ground surface in the x direction at y¼20 m from the dipole source, from the numerical model (lines), and from the
analytical solution (symbols).

S.L. Butler, Z. Zhang / Computers & Geosciences 87 (2016) 1–10 7
domain of radius 600 m was used. The initial condition for the
magnetic vector potential was that of a steady-state vertical dipole
situated at the origin. The boundary condition specifies 0 tangen-
tial components of the magnetic field. Once the integration began,
there was no excitation specified and the model computed the
transient decay of the field over a uniform half space with re-
sistivity 10 mΩ . In Fig. 10, the time evolution of the field calculated
on the ground surface at points 20, 40, 60 and 80 m away from the
dipole (solid lines) is compared with the analytical solution (dot-
ted lines). At early times, the current circulating in the ground is
close to the initial dipole. When the current ring has diffused
beyond the measuring point, the orientation of the magnetic field
changes sign and this causes the cusp in the plot since the absolute
value of Hz is taken. The domain size was chosen to be larger than
the diffusion distance for the integration time so that the long time
decays of the analytical and numerical solutions are very similar. It
can also be seen that there is discrepancy between the numerical
model and the analytical solution at early times, particularly for
the point 20 m from the origin. This is likely due to inadequate
resolution of the early decay of the initial dipole field that becomes
smoother as the field diffuses outward. In part (b) of Fig. 10 the
time rate of change of the vertical component of the magnetic field
is shown and it is also compared with the analytical solution.

The solution took 37 min to run on our machine and required
498,668 degrees of freedom. In order to get adequate time re-
solution, we forced Comsol's solver to calculate 100 solutions per
decade of time between 10�6 and 10�2 s by selecting “strict” time
stepping. It can be seen that there is slightly more error at early



Fig. 9. Profile across a conductive target in a conductive medium at frequency 100 kHz. The transmitter and receiver are vertical coplanar loops 20 cm apart. The conductor is
a cube of side length 14 cm and conductivity 63,000 S/m. The conductivity of the background is 7.3 S/m. Symbols are the results of a calculation in this study while lines are
digitized from the results of Ansari and Farquharson (2014).

Fig. 10. (a) Decay of the vertical component of the magnetic field calculated from
the numerical model (solid lines) and the analytical solution (dotted lines) for the
instantaneous shut-off of a steady dipole magnetic field at the ground surface for
an infinite half-space of resistivity 1 mΩ . (b) dH dt/z| |. Distances in m of the points
from the dipole are indicated in the figure.
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times for dH dt/z but the numerical solution for this field is not
affected by the outer boundaries until later. Runs were also carried
out with the magnetic insulation boundary condition (requiring
that the tangential components of A were 0) but these gave
greater errors than specifying the tangential components of the
magnetic field to be 0.

In the time domain, Comsol does not have the functionality to
include isolated conductors through boundary conditions so
anomalies must be made of finite size. It is therefore necessary to
refine the mesh within the conductive anomaly so that there were
at least a few elements per diffusion distance.

In Fig. 11 we show dH dt/z from simulations initiated with the
field of a steady dipole over ground with (a) a conductive dyke
( 1 mcρ = Ω and (b) a resistive dyke 100 mcρ = Ω . The solution can
be seen to differ from circular symmetry because of the effect of the
dyke. With the conductive anomaly, the field can be seen to be
decaying more slowly (less blue colors) in the anomaly than the
background case while the opposite is true for the resistive anomaly.

Time domain simulations were also carried out using currents
within the simulation domain as excitations. These were in-
troduced using the “Edge Currents” capability in Comsol around
current loops.

A time-domain simulation with infinite elements was also run.
It was found that the simulation became extremely slow at long
times as the solution near the boundary differed significantly from
0. It is probably best to just use no tangential magnetic field
boundary conditions and make the domain size significantly larger
than one diffusion distance.
7. Conclusions

We have shown examples of forward calculations of various
electromagnetic geophysical methods using Comsol Multiphysics
and in all cases, the calculations are in good agreement with
benchmarks and previously published results. All of the simula-
tions ran in less than one hour on a commodity laptop computer
with 24 GBytes of RAM, a configuration that is easily accessible to
most users nowadays. While this time may be too long for use in
an inversion scheme, these models take much less human time to
set up and so new configurations can be quickly and easily pro-
totyped. These simulations can also be easily set up for use in
classes.

An advantage in using Comsol is that it takes a relatively short
period of time to create the models. Most published research in
geophysical electromagnetic modeling involves dedicated



Fig. 11. Slice plot of dH dt/z on the ground surface y at time 1 10 s3× − for a si-
mulation with (a) a conductive anomaly and (b) a resistive anomaly. (For inter-
pretation of the references to color in this figure caption, the reader is referred to
the web version of this paper.)

S.L. Butler, Z. Zhang / Computers & Geosciences 87 (2016) 1–10 9
research codes. There exists a dedicated commercial software
package called Maxwell for geophysical electromagnetic model-
ing that runs very quickly and has built-in configurations of
common frequency and time-domain electromagnetic equip-
ment. However, Maxwell only accounts for the effects of isolated
conductors and does not take into account that the ground has a
finite conductivity. It is also not easily configured to unconven-
tional set-ups.
We expect that geophysical modeling of electromagnetic
techniques using Comsol will be very useful, particularly
for researching new configurations and for pedagogical
purposes.
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