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a b s t r a c t

Three different packages describing the white capping dissipation process, and the corresponding energy
input fromwind to wave were used to study the surface wave dynamics in South Atlantic Ocean, close to
the Brazilian coast. A host of statistical parameters were computed to evaluate the performance of wave
model in terms of simulated bulk wave parameters. Wave measurements from a buoy deployed off Santa
Catarina Island, Southern Brazil and data along the tracks of Synthetic Aperture Radars were compared
with simulated bulk wave parameters; especially significant wave height, for skill assessment of different
packages. It has been shown that using a single parameter representing the performance of source and
sink terms in the wave model, or relying on data from only one period of simulations for model vali-
dation and skill assessment would be misleading. The model sensitivity to input parameters such as time
step and grid size were addressed using multiple datasets. The wind data used for the simulation were
obtained from two different sources, and provided the opportunity to evaluate the importance of input
data quality. The wind speed extracted from remote sensing satellites was compared to wind datasets
used for wave modeling. The simulation results showed that the wind quality and its spatial resolution is
highly correlated to the quality of model output. Two different sources of wave information along the
open boundaries of the model domain were used for skill assessment of a high resolution wave model for
the study area. It has been shown, based on the sensitivity analysis, that the effect of using different
boundary conditions would decrease as the distance from the open boundary increases; however, the
difference were still noticeable at the buoy location which was located 200–300 km away from the
model boundaries; but restricted to the narrow band of the low frequency wave spectrum.

& 2015 Elsevier Ltd. All rights reserved.
1. Introduction

All third generation wave models are based on the wave action
balance equation to simulate the directional wave spectrum. In
these models, the wave spectrum at each time step is determined
according to the following equation:
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in which D Dt/ represents the total time derivative (includes local
rate, as well as spatial and spectral derivatives), and Srepresents all
energy sources and sinks terms. The energy transfer from wind to
iadatmousavi),
the waves, quadruplet nonlinear wave interaction, and white
capping dissipation are the three main mechanisms controlling
the wave growth and decay in deep waters. Among these three
source/sink mechanisms, the white capping dissipation is the least
understood term, and several formulations have been proposed to
include it in a more realistic form in the third generation wave
models (Cavaleri et al., 2007).

In this study, an unstructured flexible mesh was employed to study
the surface wave dynamics in the South Atlantic Ocean close to the
Brazilian coast, during several months in 2002 and 2003. The un-
certainties in model forecasts and its sensitivity to the formulations
used for simulating the physics associated with white capping were
addressed by comparing the model outputs, especially significant
wave height, using different model configurations with in situ mea-
surements from an offshore buoy location. Moreover, significant wave
height and wind speed measurements from satellite altimeters were
employed for validation of model inputs and outputs.
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2. Method

2.1. Study area and model setup

The wave hindcasting using different parameterization for
white capping and wind input terms were performed for South
Atlantic Ocean off the coast of Brazil (see Fig. 1). The unstructured
computational grid, covering the south-central Brazil coast and
offshore, was produced using SMS software (Aquaveo, 2010), and
the required bathymetry data were obtained from Nautical Charts
of Brazilian Department of Hydrography and Navigation (DHN).
The flexible mesh grid composed of 8608 triangles and 4481
vertices, with mesh element size varied from approximately 10 km
along the deep water open boundaries, which was located mostly
beyond the continental shelf, to less than 2 km close to the buoy
location (off the Santa Catarina Island, see Fig. 1) and in shallow
waters.

The third generation wave model SWAN (Simulating Waves
Nearshore), version 41.01 was used for wave modeling (SWAN
TEAM, 2014). Simulations were performed with full spectral for-
mulation using frequency band ranging from 0.039 to 0.619 Hz,
and 36 directional bins. Linear wave growth, in response to wind
forcing, was activated using formulations proposed by (Cavaleri
and Rizzoli, 1981). Exponential wave growth and white capping
terms were computed from three different packages: WAM Cycle 3
(denoted by KOM hereafter), WAM Cycle 4 (denoted by JAN
hereafter) and the formulation presented by (van der Westhuysen
et al., 2007) (denoted by WST hereafter). KOM formulation em-
ploys the pulse-based quasi-linear model of (Hasselmann, 1974)
for white capping term, and a rescaled version of energy transfer
fromwind to wave as proposed by (Snyder et al., 1981). In order to
accommodate the underestimation of wave period by KOM for-
mulation, (Rogers et al., 2003) suggested to use a second order
dependence of white capping dissipation on wavenumber; instead
of linear relationship as earlier suggested by (Hasselmann, 1974).
This modification became part of SWAN model suite since version
41.01.

In JAN formulation, two-way interaction of wave and wind
were taken into account in wind term, using formulation pre-
sented by (Janssen, 1991). Moreover, a combination of linear and
quadratic terms are used to realistically include the wave dis-
sipation by white capping process in high frequency end of the
spectrum. Both WAM formulations (KOM and JAN) suffer from
erroneous over-prediction of wind-sea (chops) in the presence of
swell waves because of the dependence of dissipation term on
mean wavenumber and wave steepness (Ardhuin et al., 2010;
Fig. 1. (a) The study area and (b) the unstructured mesh used for simulations. The gray c
black plus marks, and the location of buoy used for verification of the models was shown
model sensitivity to the boundary conditions.
Young and Babanin, 2006). In WST formulation, a nonlinear sa-
turated-base white capping equation is presented to solve this
over-prediction problem (van der Westhuysen et al., 2007). Also,
the wind input term from (Yan, 1987) was used, instead of the
formulation presented by (Snyder et al., 1981), to improve the
results during high wind speed events.

It is worth to note that in version 41.01, SWAN employs updated
coefficients for frequency tail of power spectrum compared to the
original formulations presented in (Komen et al., 1984); which is
critical in defining nonlinear interaction term, and have impacts
on wave growth. Moreover, new drag coefficient formulation was
used in wind input term to avoid unrealistically large values for
drag coefficient associated with high wind velocities (SWAN
TEAM, 2014).

In all simulations presented in this study, the Discrete Inter-
action Approximation (DIA) method was employed for quadruplet
wave-wave interaction term, due to its computational efficiency
(Hasselmann and Hasselmann, 1985). Shallow water terms such as
triad wave–wave interaction and the spectral form of the bore
model for depth-induced wave breaking were also included in the
computations (Eldeberky, 1997). We would not expect any influ-
ence from these latter terms, which were meant for wave trans-
formations in shallow water, on the model data presented here
because all the measurements used for model skill-assessments
were in deep water. The empirical formulation of JONSWAP
(Hasselmann et al., 1973) was included in the model setup to take
into account wave dissipation due to bottom friction. The constant
value of 0.038 m2 s�3 was used as bottom friction coefficient for
entire study area, as suggested by (Zijlema et al., 2012)

Note that Eq. (1) is solved on discrete frequencies in SWAN, and
therefore the minimum and maximum frequencies used in the
computations needs to be set by the user. Due to the shape of
normal wind-induced wave spectrum, not much energy is re-
tained in frequencies lower than 0.05 Hz (wave period of 20 s).
Therefore, the minimum frequency is usually set within the range
of 0.03–0.05 Hz (Janssen, 2008). On the other hand, the wave
energy decays slowly in high frequency part of the spectrum.
SWAN Team recommended 1 Hz for high frequency cut-off but
(Siadatmousavi et al., 2012) showed that the modeling would be
more successful in reproducing the wave spectrum and bulk wave
parameters in oceanic scales if the high frequency cut-off were set
to some values close to 0.5 Hz, as used in other deep water wave
models (Janssen, 2008). Therefore the value of 0.6 Hz was used for
high frequency cut-off in this study.
ontours are isobaths. The locations of provided open boundary data marked by the
by a white pentagram mark. The wave spectrum at points Pi were used to assess the
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2.2. Input data

In order to evaluate the model sensitivity to the quality of the
wind data, two wind datasets were used for this study: (i) GROW-
Fine SAM wind data from Oceanweather Inc. which had a temporal
resolution of 3 h and spatial resolution of 0.125° and (ii): ECMWF
ERA-Interim dataset which provided temporal resolution of 6 h,
and spatial resolution of 0.125°. As shown in Fig. 1, the southern
open boundary of the model extended from 45° to 50° West
(�500 km) along the 30° South latitude. The Continental shelf is
very narrow in this region, compared to the shelf farther north.
The open northern boundary extended from 46.5° to 48.5° west
(�218 km). This northern boundary was located entirely on the
continental shelf off Pontal do Paraná (Fig. 1a). The eastern open
boundary was mostly in deep water, and hence a coarser
(�10 km) spatial resolution was chosen for the computational grid
along this boundary. The directional wave spectra from GROW-
Fine simulations (Ocean weather Inc.) were available for the
months of March and May in 2002 as well as for August and
September in 2003. The time series of model wave data for the
four months were extracted for the locations marked by thick plus
sign in Fig. 1. Another open boundary wave dataset was extracted
from a global WAVEWATCH-III wave model (Tolman, 2002). Si-
mulations were performed for entire earth with grid sizes of 1.25°
in longitudinal direction and 1.00 degree in latitude direction. The
model setup, as well as required input data were downloaded
from NOAA webpage (http://polar.ncep.noaa.gov/waves/down
load.shtml?). The outstanding performance of WAVEWATCH-III
wave model for large scale oceanic simulations were reported
before (Hanson et al., 2009), it can be therefore used as a valuable
source to provide boundary conditions of high resolution spectral
wave data for the given regional study.

The hourly bulk wave parameters such as significant wave
height (Hs) and peak wave period (Tp) were measured using a
directional waverider buoy (Datawell Waverider Mark II), de-
ployed at a water depth of approximately 80 m, at approximately
35 km offshore Santa Catarina Island in Southern Brazil (Fig. 1b).
The buoy was deployed and maintained by Marine Hydraulics
Laboratory (LAHIMAR) of the Federal University of Santa Catarina
(UFSC). The buoy data were used for model skill assessment, using
different model configurations.

Synthetic Aperture Radar (SAR) images also provided another
valuable data source, available in the public domain, for validation
of simulated wind and wave data. The final SAR products from
eight satellites were downloaded for time periods corresponding
to this study, from GlobWave dataset via ftp server of French Re-
search Institute for Exploitation of the Sea (ftp://ftp.ifremer.fr/ifre
mer/cersat/products/swath/altimeters/waves/data).

2.3. Skill assessment indices

In order to evaluate the agreement between two time series
data sets, (e.g. model prediction and in situ observations), the
following statistical parameters were used (Willmott, 1982):
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in which Oi and Mi denote ith data from observation and model
respectively, M i′ and O i′ are deviations from the mean values of
observations and model results, andNis the total number of data
points.

The inclusion of multiple statistical indices is necessary to avoid
pitfalls associated with using a single parameter. For example, the
bias compares the mean of two time series and therefore explains
the systematic error between two time series but does not include
any information about the distribution of data around the mean
value. The correlation coefficient describes a linear relationship
between two variables but does not indicate exact equality of two
variables. Root mean square error explains the scatter of model
results around the observations, but it is not bounded and there-
fore it is not easy to decide when it is small-enough.
3. Results and discussion

3.1. Uncertainties in wind input

For the ease of evaluating the model uncertainties using three
different parameterizations, a series of reference stations were
established within the model domain and they were named P11–
P41 (see Fig. 1). The model comparison using KOM, JAN and WST
formulations were conducted for these reference stations. Two
parallel transects were identified north and south of the buoy lo-
cation with equidistant points selected from deep water into the
inner continental shelf.

Performance of a wave model is critically dependent on the
quality and spatial resolution of wind data used (Kumar et al.,
2000; Siadatmousavi et al., 2009). Therefore it is pertinent to
evaluate the quality of the two diverse wind datasets used for si-
mulations. The temporal resolution of ECMWF data was 6 h while
GROW-Fine SAM wind data had a time interval of 3 h. All com-
parisons in this section were reported based on a temporal re-
solution of 6 h so that both datasets had data. Since most of the
measurements for validation tests were available only from deep
water, wind data from the coast and within 30 km from coastlines
were removed from all datasets before calculating the statistical
parameters. The wind speed from two datasets was also expected
to diverge close to the land due to uncertainties in modeling the
frictional effect of land on wind. Since these differences have
minor effects on simulated wave data from offshore water, it is
better to remove those wind data before comparing the datasets.
This discrepancy of dataset close to the coastline was shown in
Fig. 2a in which spatial distribution of bias for the two wind da-
taset was plotted for March 2002. It is evident that most of dif-
ferences (�2 m/s) occurred close to the coastline.

The mean and maximum wind speed at reference station P34
(shown in Fig. 1b) for all time periods considered in this study are
presented in Table 1. The maximum and mean wind velocities
from both wind dataset show that the weather conditions were
more severe during August–September (southern hemisphere
winter) than March and May (summer). Moreover the wind speed
from Grow-Fine dataset was higher than from ECMWF data. The

http://polar.ncep.noaa.gov/waves/download.shtml?
http://polar.ncep.noaa.gov/waves/download.shtml?
ftp://ftp.ifremer.fr/ifremer/cersat/products/swath/altimeters/waves/data
ftp://ftp.ifremer.fr/ifremer/cersat/products/swath/altimeters/waves/data


Fig. 2. (a) The difference of temporal mean of two wind dataset for March 2002 and (b) the SAR tracks over study area during March 2002 (The points close to the coastline
were removed).
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maximum bias (7.5�6.4¼1.1 m/s) and RMSD (2.2 m/s) occurred
for May 2002. The minimum correlation coefficient also occurred
for this time period. Therefore it is expected that simulated wave
data using different wind input would differ significantly for May
2002, as confirmed by subsequent SWAN model runs (results not
shown).

In order to validate the input wind datasets, both time series
were compared with wind speed derived from SAR data. To do a
meaningful comparison, only the satellite cycles within 30 min of
model winds were considered and the data from the closest grid to
satellite track were used. Moreover, parts of tracks close to the
coastline were neglected from the analysis, based on the reason
described earlier. The number of available data for comparisons as
well as statistical parameters describing the quality of data from
two sources are presented in Table 2, and the corresponding tracks
for March 2002 are shown in Fig. 2b. During March 2002 the
computed statistics were not conclusive. The Grow-Fine data had
better Bias than ECMWF data so the mean value of wind speed was
better predicted by Grow-Fine data. However, the correlation
coefficient and index of agreements showed that ECMWF varia-
tions were in better agreement with satellite data. On the other
hand, In May 2002 all statistics shows the superiority of Grow-Fine
data when compared with ECMWF. In 2003 time period, both
wind data were in good agreement with satellite measurements
but Grow-Fine data had slightly better statistics than ECMWF.
Therefore it is expected to have better results of wave simulations
during May 2002 and August–September 2003 periods using
Grow-Fine data.

3.2. Uncertainties in wave boundary conditions

The directional wave spectrum used as boundary conditions
from Grow-Fine data and WAVEWATCH-III had some fundamental
differences. The spectrum evolutions from both sources at a
boundary point near to P31 reference station is presented in
Table 1
The maximum and mean values of wind speed from ECMWF and GROW-Fine dataset d
mean square difference between two time series during each time period were also sh

Time period March 2002 M

Parameter ECMWF GROW-Fine EC

Maximum U10 (m/s) 12.4 13.5 13
Average (m/s) 5.5 6.0 6.
r 0.75 0.
RMSD (m/s) 1.8 2.
Fig. 3a and b. The difference between the two spectrum evolutions
is presented in Fig. 3c in which red (blue) colors means higher
(lower) energy level in Grow-Fine data than WAVEWATCH-III data.
A significant contrast between two data source was higher level of
wave energy in frequencies lower than 0.1 Hz in WAVEWATCH-III
data (shown in Fig. 3b), e.g. during May 17–20 and May 6–7 per-
iods. On the other hand, the energy level in the band of 0.1–0.3 Hz
was in general higher in Grow-fine wave spectra, e.g. during May
3, 7, 15–17, 18–19 and 22 and 27 periods (Fig. 3c). Although not
easy to see in Fig. 3, slightly higher level of energy existed in
frequencies higher than 0.3 Hz in WAVEWATCH-III spectrum than
corresponding Grow-Fine data.

The discrepancy between two dataset came from the fact that
Grow-fine simulations were performed using a modified WAM
formulations for global simulations. However, WAVEWATCH-III
employed a combination of a low frequency dissipation term si-
milar to energy dissipation by turbulence mechanism, and an
empirical high frequency dissipation term (Tolman and Chalikov,
1996). Such dissipation could effectively distinguish between dy-
namics of sea and swell, while WAM formulations suffer from
over-estimation of sea waves and under-estimation of swell waves
(Ardhuin et al., 2010). The reported better performance of WA-
VEWATCH-III wave model compared to other models when used
for large scale domains with complex sea states (Hanson et al.,
2009) might be related to this feature.

In order to investigate the dynamics of sea and swells in two
datasets, the integral separation algorithm of (Hwang et al., 2012)
was used to separate wind sea and swell components of 3-hourly
wave spectra in May 2002 For each part of sea and swell, the wave
height were calculated and the results were presented in Fig. 4. It
is evident that swell wave height in WAVEWATCH-III data were
almost 0.5 m higher than corresponding values in Grow-Fine data
during entire May 2002 (biasWW3,swell�biasGrowF,swell¼0.46 m).
The wind sea height were close to each other for both models, but
Grow-Fine data contains slightly more energy in sea waves than
uring different time periods for point P34. The correlation coefficient (r) and root
own.

ay 2002 Aug–Sep 2003

MWF GROW-Fine ECMWF GROW-Fine

.9 17.7 14.9 18.5
4 7.5 7.1 8.0
71 0.85
2 1.8



Table 2
Comparison of wind sources with satellite data.

Time period March 2002 May 2002 Aug–Sep 2003

Parameter ECMWF GROW-Fine ECMWF GROW-Fine ECMWF GROW-Fine

Bias �1.1 �0.3 �4.7 �0.9 �1.0 0.1
RMSE (m/s) 1.4 1.4 6.4 2.3 2.0 1.7
r 0.85 0.6 0.26 0.9 0.92 0.92
d 0.79 0.72 0.05 0.91 0.95 0.96
Number of available data for comparisons 270 217 358
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WAVEWATCH-III for most of the time (biasWW3,sea�biasGrowF,sea

¼�0.06 m).
Furthermore, WAVEWATCH-III uses the wind input term based

on the formulation of (Chalikov, 1995). This formulation takes into
account energy transfer from waves to wind when wave travels
faster thanwind, or in opposing wind condition. Therefore another
potential source for the difference between outputs from two
wave models are the wind input terms used in WAVEWATCH-III
and Grow-Fine simulations.

The root mean square difference for the two time series of
significant wave height, calculated from SWAN using different
boundary conditions are presented in Fig. 5, for several reference
staions within the model domain (see Fig. 1b). Both simulations
were performed using Grow-Fine wind data, and using JAN for-
mulation for white capping and wind input formulations. Along
the two east–west transects, the middle blocks in Fig. 5, the RMSD
progressively decreases as the waves propagate farther away from
the domain boundary. Same trend can be noticed for the northern
and southern transects also. It is evident that importance of the
uncertainty in wave boundary conditions decreases as the distance
from the boundary increases. However, the difference is still not
negligible close to the buoy location near to the coast. The same
results were obtained using KOM and JAN formulations also (not
shown).
Fig. 3. Spectral evolution for May 2002 at the closest boundary to the point P31 shown
the difference between spectral evolution shown in panels (a) and (b). (For interpretation
this article.).
3.3. Model sensitivity to the source terms

Three different packages were available for computing the
energy transfer from wind to waves, and white capping energy
dissipations. The calibration parameters within these formulations
were set such that the model could reproduce wave spectrum in
fully developed conditions (Komen et al., 1984, 1996; Rogers et al.,
2003; van der Westhuysen et al., 2007). Such generalized coeffi-
cients might not be the optimum values for specific study area and
for varying wind and wave climate (Siadatmousavi et al., 2011).
However, no efforts were made in this study to tune the coeffi-
cients within these formulations, and instead, all formulations
were used using original values presented in the model. Our ob-
jective was to compare these formulations in terms of model
performance and thereby evaluating the model efficiency in re-
producing the measured bulk wave parameters.

The quadratic nonlinear wave–wave interaction was in-
corporated in the computations using Discrete Interaction Ap-
proximation (DIA), as otherwise, intense computational resources
were needed to use the full formulation of nonlinear interaction
(Hasselmann et al., 1985; van Vledder, 2006). Although DIA
method has some inherent deficiency in reproducing the wave
spectrum (van Vledder, 2006), it is quite successful in reproducing
bulk wave parameters (Komen et al., 1996), which will be used in
this study for skill assessment of the model.
in Fig. 1 using (a) Grow-fine wave data; (b) WAVEWATCH-III global simulation. (c):
of the references to color in this figure, the reader is referred to the web version of



Fig. 4. Time series of (a) wind sea and (b) swell for May 2002 at the closest boundary to the point P31 shown in Fig. 1 using (a) Grow-fine wave data and (b) WAVEWATCH-III
global simulation.
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3.4. Sensitivity to grid size and time step

The spatial resolution used in the unstructured mesh (Fig. 1b) is
acceptable for wave modeling for the offshore and inner shelf
environments (Cavaleri et al., 2007). However, another computa-
tional mesh with almost double the resolution was generated
using SMS and few simulations were repeated to ensure the
adequacy of the chosen spatial resolution. The variation in the
significant wave height time series generated for the offshore buoy
location from SWAN runs using different mesh files did not ex-
ceeded 2 cm (less than 1%) in all simulations. Therefore the spatial
resolution of the computational mesh used in this study would not
affect the conclusions.

SWAN uses implicit scheme to solve wave action equation and
therefore the user-specified time step only affects the accuracy of
the simulation and not the numerical stability. In all simulations, a
time step of 10 min was used for numerical solutions. However, in
order to ensure that time step selection would not affect the model
outputs, few simulations were repeated using time step of 5 min.
The change in significant wave height at buoy location with this
reduced time step was limited to less than 1 cm (less than 1%).
Therefore the selected time step was small enough for time in-
tegration of wave action equation.

A personal computer with Intels core™ i7-3370 processor was
used for all simulations. The computational time scaled almost
linearly with the number of cores employed. Using the time step of
10 min and the computational grid shown in Fig. 1b, the simula-
tions for all 4 month in 2002 and 2003 using KOM, WST and JAN
formulations took 3106, 3271 and 4494 s respectively, when
8 cores were used.
Fig. 5. The root mean square difference of two time series of significant wave
3.5. Comparison with Buoy data

The time series of significant wave height measured at buoy
location along with SWAN results using KOM and WST formula-
tions for August–September 2003 are presented in Fig. 6a. In this
batch of simulations wind data and wave boundary conditions
from Grow-Fine datasets were used. In general KOM formulation
resulted in higher wave heights than WST formulation. Several
periods of over-predictions (e.g. August 3–6, September 19–21)
and under-prediction (e.g. August 26, September 10) occurred in
both SWAN results. The predicted peak wave period from model
using KOM and WST formulations were compared to buoy data in
Fig. 6b. The results from both formulation were basically the same
except for a few hours on August 10 and September 25 in which
KOM predicted slightly higher wave period than WST. Both for-
mulation were in moderate agreement with buoy data. During low
energy condition such as on August 3 or September 20, both for-
mulation underestimated the peak period.

A detailed statistical comparison of predicted wave height
using KOM, JAN and WST methods for three separate periods of
simulations during 2002 and 2003 are presented in Table 3. Note
that the bias of significant wave height was positive for all method
and the bias of the peak wave period was negative in all config-
urations. In general, the best statistics were obtained using WST
formulations. The difference between performance statistics of
KOM and JAN formations were small, and KOM formulations re-
sulted in slightly better results.

As mentioned in Section 3.1, ECMWF wind speeds were gen-
erally lower than Grow-Fine wind speeds. Therefore it is not sur-
prising that the significant wave height from SWAN using ECMWF
become lower than SWAN results using Grow-Fine wind speeds.
For example the bias and RMSE using WST formulation were 0.09
and 0.37 m for time period of August–September 2003, as
height calculated from SWAN using two different boundary conditions.



Fig. 6. Time series of (a) significant wave height; (b) peak wave period at buoy location from SWAN results using KOM formulation (gray thick line), using WST formulation
(black thin line) and from Buoy measurements (dots).
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presented in Table 3. When ECMWF wind was used in the simu-
lations, the bias and RMSE became �0.06 and 0.41 m. Moreover
the r and d indices were 0.79 and 0.85, respectively using ECMWF,
which were lower than their corresponding values obtained using
Grow-Fine wind data (0.84 and 0.91 for r and d, respectively). The
lower bias resulted from the lower ECMWF wind speed values and
higher RMSE indicates the lower quality of wind speed during this
time period when compared with Grow-fine wind data. Note that
in terms of absolute value, the bias was improved using ECMWF
but when other statistical parameters such as RMSE, r and d were
considered, it is possible to decide which wind data resulted in
more accurate wave results.

Two different boundary conditions available for wave simula-
tions were described in Section 3.2. Using wave spectrum from
global WAVEWATCH-III simulations, as boundary conditions, de-
creased the performance of SWAN using WST formulation at buoy
location. The bias and RMSE became 0.16 and 0.43 m, and non-
dimensional indices, r and d, became 0.8 and 0.87, respectively.
Inspection of spectrum evolutions from two simulations showed
that the significant difference in the wave spectrum occurred for
the frequencies close to 0.1 Hz. Unfortunately no wave spectrum
from buoy were available for analysis, and it was not possible to
further study the performance of SWAN in different frequency
bands.

3.6. Comparison with remote sensing data

Another available source of measurements to validate the
conclusion of previous section was significant wave height data
derived from SAR images. Although the reported error for SAR data
Table 3
Statistics describing the performance of KOM, JAN and WST formulations used in SWAN

Time period March 2002 Ma

Parameter KOM JAN WST KO

Bias Hs (m) 0.26 0.27 0.22 0
Tp (s) �0.76 �0.94 �0.64 �1

RMSE (m/s) Hs (m) 0.39 0.40 0.37 0
Tp (s) 2.7 2.72 2.71 2

r Hs (m) 0.9 0.9 0.89 0
Tp (s) 0.37 0.33 0.38 0

d Hs (m) 0.89 0.89 0.90 0
Tp (s) 0.60 0.54 0.63 0
is on the order of few cm (e.g. Dinardo et al., 2014; Wright et al.,
1999) which is usually much higher than buoy data (less than 0.5%
of measured value (Datawell, 2006), the spatial coverage of sa-
tellite-derived wave height provided a unique opportunity to
evaluate the model performance for the open ocean. The statistical
parameters presented in Fig. 7 shows that unlike at buoy location,
the JAN and KOM formulation were more successful than WST
formulation when compared with 2050 SAR data points from the
model domain. These apparent discrepancies with different data
sets emphasize the importance of having multiple in situ mea-
surements for skill assessment of a wave models. Moreover using
WAVEWATCH-III data as boundary condition for model run with
WST formulation significantly improved the performance of the
model. Similar to Section 3.5, using ECMWF wind data worsened
the performance of the wave model compared to Grow-Fine wind
data.
4. Summary and conclusion

The energy transfer from wind, quadruplet nonlinear wave
interaction, and white capping dissipation are three main me-
chanisms controlling the wave growth and decay in deep waters.
Among these three source and sink mechanisms, the white cap-
ping dissipation is the least understood term. Several formulations
have been proposed for this deep water dissipation mechanism
during the last two decades to improve the performance of the
wave model; especially in terms of bulk wave parameters such as
significant wave height, peak period and mean wave period. In this
paper, third generation wave model, SWAN was implemented for
simulations for different time periods of simulations.

y 2002 Aug–Sep 2003

M JAN WST KOM JAN WST

.25 0.25 0.17 0.18 0.18 0.09

.07 �1.3 �1.0 �0.62 �0.66 �0.63

.4 0.41 0.35 0.41 0.42 0.37

.45 2.67 2.4 1.82 1.86 1.81

.77 0.76 0.76 0.83 0.83 0.84

.48 0.44 0.50 0.65 0.64 0.66

.79 0.79 0.82 0.89 0.89 0.91

.60 0.55 0.61 0.78 0.77 0.78



Fig. 7. Comparison of model performance using different configurations with SAR wave height during August–September 2003.
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the South Atlantic Ocean near the Brazilian coast, to evaluate
different wind and wave data sets in simulating wave climate of
the region. Moreover, three packages for addressing white capping
and energy transfer from wind to wave were statistically com-
pared for their efficiency in simulating waves under different wind
and weather conditions. Uncertainties associated with using dif-
ferent formulations and various wind and wave forcing were
quantified from model simulations conducted for several months
in 2002 and 2003. Simulation periods were carefully chosen to
represent diverse wind and wave climate in the South Atlantic
Ocean. It was shown that wave model results using nonlinear sa-
turation-based white capping term presented by (van der Wes-
thuysen et al., 2007) outperformed both WAM cycle 4 and mod-
ified WAM cycle 3 formulations when compared with buoy data.

Several statistical indices were used to describe performance of
different model configurations, to avoid misinterpretations and
over simplifications. A brief explanation was presented to describe
each of skill-assessment parameters used in this study and po-
tential pitfalls if we were to consider only a single parameter.

Also, significant wave height data extracted from Synthetic
Aperture Radars (SAR) were employed for validation of model
outputs. The remote sensing data were available along different
tracks of satellites during the time periods of simulations. Unlike
the excellent comparisons at buoy location using (van der Wes-
thuysen et al., 2007) formulation, both WAM formulations worked
better for saturation-based white capping term for remote sensing
wave data. Note that remote sensing data were coming from
deeper water depths than inshore buoy location, and the apparent
discrepancy in model comparison might be related to varying
performance of white capping formulations in different water
depths.

The model sensitivity to two different available wind dataset
and boundary wave conditions was also discussed. The wind data
from satellite altimetry were used to decide which wind dataset
were more realistic. It was shown that Grow-fine wind data pro-
vided by Ocean Weather Inc. were in better agreement with
available measured wind data from the region. Also they were
more successful in reproducing significant wave height at buoy
and satellite tracks. However, using the available wave data, it was
not possible to decide definitively on the best wave boundary
condition data. The use of boundary conditions from Grow-Fine
dataset outperformed WAVEWATCH-III data in reproducing bulk
wave parameters at buoy location near to the coast. In contrast,
the boundary conditions from WAVEWATCH-III simulations re-
sulted in better wave outputs when compared with remote sen-
sing data. Measured wave spectrum was required to further
evaluate the performance of model using these two datasets.

The uncertainties in grid size and model time step were ad-
dressed using sensitivity analysis. It was shown that the selected
time step and grid sizes did not affect the numerical solution of
wave action conservation equation in the deep water and inner
continental shelf. Also, other uncertainties in source terms and
model settings were discussed briefly. The study also demon-
strated the efficacy of using SAR wave data for model validation
and skill assessment for remote South Atlantic Ocean, where
in situ wave measurements are very limited.
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